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Problem 1 — discovering a small signal

Materials at weow.pp.rhul.ac.uk/~cowan/stat/invisibles/

Problem concerns searching for a signal such as Dark Matter by
counting events. Suppose signal/background events are
characterized by a variable x

<x<1): = 3K
(0<x<1) =N - )
f(z]s) = 3(1—=x)?%, N — f(xb)
5|
f(z|p) = 32%.
As a first step, test the 1t
background hypothesis for
each event: 1fx <x_,,

reject background hypothesis. 05 52 b4 06 OB /
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Testing the outcome of the full experiment

In the full experiment we will find n events 1n the signal region

(x <x_,), and we can model this with a Poisson distribution:

P(n|s,b) = & +|b) o—(5+)
1.

Suppose total expected events in 0 <x < 1 are b, , = 100, s, = 10;

expected in x <x_, are s, b.

Suppose for a given x_,, b = 0.5 and we observe n_,, = 3 events.
Find the p-value of the hypothesis that s = 0:

o0 bn B
p:P(nZnobslszoab): Z 'eb:].— Z —'eb
N=Ngbs e n=0 n:

and the corresponding significance: Z = <I>_1(1 —p)
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Experimental sensitivity

To characterize the experimental sensitivity we can give the
median, assuming s and b both present, of the significance of
a test of s = 0. For s « b this can be approximated by

med[Z,|s + b] = s/V/b

A better approximation is:

med|Zp|s + b] = \/2 ((S +b) In (1 + %) - s)

Try this for x_,, = 0.1 and 1f you have time, write a small program
to maximize the median Z with respect to x_,,..

Tomorrow we will discuss methods for including uncertainty in b.
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Using the x values

Instead of just counting events with x <x_, , we can define
a statistic that takes into account all the values of x. I.e. the
data are: n, x,, .., x,. Tomorrow we will discuss ways of doing
this with the likelihood ratio L_,/L,, which leads to the statistic

n

- Stot J (Ti]$)
1=-2) [1 " Doy f(alb)

Using www.pp.rhul.ac.uk/~cowan/stat/invisibles/mc/
invisibleMcC.cc find the distribution of this statistic under the
“b” and “s+b” hypotheses.

From these find the median, assuming the s+b hypothesis, of the
significance of the b (1.e., s = 0) hypothesis. Compare with result
from the experiment based only on counting n events.
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Further problems

Sec www.pp.rhul.ac.uk/~cowan/stat/freiburg/SigCalc/ for
a related problem based on the profile likelihood ratio. The
mathematics is similar to the procedure used by XENON100 1n
Phys. Rev. D 84, 052003 (2011); arXiv:1103.0303.

You can get all the files from www.pp.rhul.ac.uk/~cowan/stat/
freiburg/SigCalc.tar (copy to working directory and unpack
with tar -xvf SigCalc.tar)

Some exercises on multivariate methods (neural networks, boosted

decision trees, etc.) can be found here:
www.pp.rhul.ac.uk/~cowan/stat valencia.html

And some exercises on parameter fitting are here:
www.pp.rhul.ac.uk/~cowan/stat/vietri/
www.pp.rhul.ac.uk/~cowan/stat/root/
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