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General Info

The exam is online, administered through the course’s moodle
page, where you can find details regarding the procedures and
rules. You work the exam on paper, scan and upload. For full
details see the moodle page.

You should have received a communication from the College
about the exam arrangements. If not, please contact
epms-school@rhul.ac.uk

Exam time: 2% hours
Upload time: 1 hour

“The exam time limit is specified [as 2% hours] with the DDS
authorised extra time as appropriate. At the end of the time
period students are required to stop work and upload their
solutions. They have 1 hour for this to allow for technical
problems and internet unreliability.”
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General Info (2)

The examination is open-book:

You may access any written or online materials but you may not
consult with any other people or communicate anything about
the exam to others.

You should have all the slides/notes downloaded for easy
access during the exam. | would recommend reviewing these
so you can find material quickly should you need it.

There is no need for a calculator during the exam.
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Reminder of revision resources
There are past exams and (some) solutions on:

http://www.pp.rhul.ac.uk/~cowan/ph4515/

Solutions for the papers since 2011 will not be posted, except for
those problems worked in online sessions.

Remember that the solutions to the problem sheets are contained
in the written notes from the weekly online sessions.

Here are some notes from a 2019 revision lecture:
http://www.pp.rhul.ac.uk/~cowan/ph4515/statistics_review lecture_1may19.pdf
And here is a note about the 2015 exam:

http://www.pp.rhul.ac.uk/~cowan/ph4515/ph4515_review.pdf

These were written with a closed-book format in mind but what
they say about the material and the nature of the exam (emphasis
on problem solving and application of concepts) is still correct.
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2019 Exam Question 5(a)

5. Suppose y; follows a Gaussian distribution with unknown mean p and known
standard deviations o¢;, and one has an independent sample § = (y1,...,yn)-

(a) Write down the likelihood function for 1 and show that the maximum-likelihood

estimator is .

Zf‘vﬂ 1/‘7»@2 .

i =
[6]

5(a) [6 marks] The N Gaussian variables y; are independent and so the likelihood function is
the product of their pdfs,

N
1 —(yi—p)? /202
L(p) = H 27”% e~ Wi—w)?*/207
and the log-likelihood is therefore
1Y 2
In L = 5 Z 'LL) y
=1

where C represents terms that do not depend on .
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2019 Exam Question 5(a)

Setting the derivative of In L to zero,

OlnL

and solving for p gives the maximume-likelihood estimator

N

i=1 yz‘/"iz
N :
i=1 1/0z'2

o=
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2019 Exam Question 5(b)

(b) Show that the estimator is unbiased and find its variance. [6]

5(b) [6 marks| Using F[y;| = u, the expectation value of [ is

Elp]=E [ %: ?{1//: ]

/ ; ZE[yz]/G =y,

and therefore the estimator is unbiased. Using V[y;] = o2, the variance is found to be

N 2 N
Vip] = V! = ’] — Viyil/o; = :
£V=1 1/0? (Z£V=1 1/(;2.2>2 ; fv=1 1/0?
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2019 Exam Question 5(c)

(c) Explain how the method of least squares stands in relation to the method of
maximum likelihood for this problem. [2]

5(c) [2 marks] As can be seen from the expression for In L from (a), maximizing the log-
likelihood function is equivalent to minimizing

and so for this problem the methods of maximum likelihood and least squares are equivalent.
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2019 Exam Question 5(d)

For parts (d) and (e) consider the Bayesian approach to inference about .

(d) Show that the Jeffreys prior 7;(1) is a constant. [6]

5(d) [6 marks] The Jeffreys prior is 73 o« VI, where I = —FE[0?InL/0p?] is the Fisher
information. The second derivative of In L is

9?InL 1
Ry

2 2
o o

which is independent of the data and thus equal to its expectation value. The Fisher information
is therefore

LA
I=% —-
a1 %
Therefore the Jeffreys prior is
N1
T :U‘) X Z ? )
i=1 "%

which is constant as it does not depend on .
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2019 Exam Question 5(e)

(e) Using the Jeffreys prior, show that the posterior probability p(u|y) has the

form
1(p— 1)
p(p|y) o< exp [ 7 o2 :

where [ and o, are the same as the maximum-likelihood estimator and its
standard deviation, as found in (a) and (b). (Hint: for the argument of the
exponential, assume a quadratic function in x and relate the coefficients to
those of a Taylor series, then complete the square.) [12]

5(e) [12 marks] Bayes’ theorem says that the posterior for u is

)2 N e 1N2
p(plF) o< p(glp)ms (p H\/—azexp[ 1(y2“)] o exp !_;Z(yz“)]

g; i=1 g;

The argument of the exponential is a quadratic function in u, so we can write it as

N o 2

i=1 {
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2019 Exam Question 5(e)

By identifying a, b and c as the coefficients of a Taylor series, we have

N y2
c = fO)=)_ =%,
=1 %
of Yy,
b = — =—2 =,
8/"’ u=0 ; 02'2
1 8%f i": 1
a p— —— —2 . —2
2V op*| _, oo

, b ¢ s b B B hye o
f=a(p’+-p+—)=a(p’+ -+ 5 - m+-|=alnt+ | - —+c,
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2019 Exam Question 5(e)

and therefore we can write

N 2
(yi —p)? _ (n—p)°
d =5 +C
i=1 i G
with
X b Z‘]\Llyz/(fzz 2 1 ) 2 b2
= —— = E= A= — = ]_ ]_ z C:——
T T2 v 102 T a ; % 1"

which shows the desired result where /i and 02 are indeed the same as found for the maximum-
likelihood estimator.
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2019 Exam Question 5(f)

For the following parts suppose the result of the observation is characterized only
by i, which is Gaussian distributed about ;. with standard deviation 0. We wish
to test the hypothesis u = uo with respect to an alternative p = p1 < ppo.

(f) Sketch the distribution of /i and show a critical region for the test, indicating
its size a and power M with respect to the alternative. Show that the critical
region of the test is given by i < u., where

He = Mo — Uﬂq)_l(l - a) )
where &1 is the quantile of the standard Gaussian. [6]

5(f) [6 marks| A sketch of the distribution of of f for u = pg and p = p1 < po is shown in
Fig. 4.

Figure 4: Distributions of ji for yu = g
and pu = p1 < po, indicating the critical
region [ < uc, the size a and power M
of the test.
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2019 Exam Question 5(f)

The boundary of the critical region u. for a test of size a of p = pp is determined by the
requirement

5 He 1 o u0)2/202 44 He — 1o
oa=P(i< =/ = e B 2% g — @ ,
(B < pelpo) = | By i =

where @ is the standard Gaussian cumulative distribution. Solving for . gives
pe = po + 0@ H(a) = p— 0@ (1 - a),

where for the final equality we used the property of the standard Gaussian quantile ®~!(a) =
—d71(1 - a).
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2019 Exam Question 5(g)

(g) Find the power of the test M with respect to the alternative u = p; in terms
of u. and a. 2]

5(g) [2 marks] The power of the test relative the alternative y = pq is

. e 1 (= )27202 e — U1
M; = P(ii < =/ = e Bmm)* 205 gh — P .
1 (:U’ /‘LC|/"’1) s \/%O'ﬂ 2 o
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2019 Exam Question 3(a)

3. Suppose that the outcome of a measurement consists of two independent values,
y and v, which follow

1

_ —(y—p)?/202
= e ,
fy(y) vV 2mo?
( UZ)U/2 7 i
20 v/2—1 —wv/202
fo(v) = (/) v e :

Here T" is the Euler gamma function and v is a known constant. Suppose the

parameters n and o2 are both unknown; 1 is the parameter of interest and o2 is a
nuisance parameter.

(a) Show that the log-likelihood function can be written as

1 _ 2
lnL(,u,aQ):—§ (1+1/)1n02—|—(y JQ'u) —i—% +C,

where C represents terms that do not depend on the adjustable parameters
u or o2,

-
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2019 Exam Question 3(a)

3(a) [6 marks] The random variables y and v are independent, and therefore the likelihood
function is the product of their pdfs:

v v/
e~ (—1)?/20? (272_)2,01//2—1

| 2
L ,0,2 _ 6—1/1)/20' .
(ko) V2mo? I'(v/2)
The log-likelihood is therefore
1 1(y— )’
2y _ 2
].HL(/J,,O' ) = —EIHO' —§T+alnﬁ—,3’v—l—c
1 . 2
= Hasnmer s WZB 7 o

2 o2 o2

where C' and C’ represent terms that do not depend on p or o2.
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2019 Exam Question 3(b)

(b) Show that the maximum-likelihood estimators /i and o2 and the profiled esti-
mator 52(;4) are

b=y,
~ 120
] =
? 1+v’
2 v + (y — p)?
Py = WA
+v
[10]
3(b) [10 marks] Setting the derivative of In L with respect to o2 to zero gives
OlnL 1 |1+v (y — p)? il (1)
do2 2| o2 (02)2 (02)2|
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2019 Exam Question 3(b)

Solving for 02 as a function of p gives the profiled value

=5 vo + (y — p)?

Setting the derivative of In L with respect to u to zero gives

OlnL y—p

: 2

Solving Egs. (1) and (2) simultaneously for u and o2 give the maximum-likelihood estimators

Lo=Y,
2 =
1+v
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2019 Exam Question 3(c)

(c) Suppose we use the statistic

AN

1 (1))

t,=—2In =
L(fi, o2)
to test hypothesized values of x. Using the ingredients found above, show
that ¢, is
1(y —p)’°
t,=(1+v)n [1+;T :

[8]

The parametric form of f,(v) was chosen such that the expectation value and
variance of v are E[v] = o2 and V[v] = 206*/v, i.e., v is an estimate of the variance
o%. Let s = \/v be the corresponding estimator for o.

3(c) [8 marks| Using the ingredients found in (a) and (b) we can find the profile log-likelihood,

vot(y—p)?® =-p0+v) vo(l+v)

e j |
O — +
].IIL(M,O' ) 92 (1 V) In 14+ v vu + (y — ’[1,)2 Vv + (y - /4")2

+C
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2019 Exam Question 3(c)

and also the maximum of the log-likelihood,

VY
1+v

lnL(,},EE):—%(Hu) [1+1n ]+C,

where the constants C' are the same in both expressions above. The statistic ¢,, is therefore

L 2 _ 2 1 1 _ 2
b = —2ln('u—’f\=(1—|—1/)1nm)+(y Wity  (+v)[or+(y 2#) ] _(1+v)
L(jy, 02) 1+v 1y v+ (y — p)
—\2
- (1—|—1/)1n[1+—(y “)]
v ()
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2019 Exam Question 3(d)

(d) Assuming that one approximates E[v] ~ (E[s])?, show using error propaga-
tion that the ratio of the standard deviation of s to its mean is

G )i

Els] " vev '

[6]

3(d) [6 marks] The estimate s of o is s = v/2. Using error propagation to find the standard
deviation of s gives

0s

Os L _1/2
ov

Oy = <V
B 2

Oy
av ==

1
Eu] 2E[]

Og =

Using E[v] = 02, V[v] = 20*/v and E[s] ~ /E[v] (all given) we find

_o' — —

os _  Os _lav_l\/§21 1
E[s] ~ VE[] 2Ep]” 2Vv o2 oy’
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2019 Exam Question 3(e)

(e) Starting from the pdf f,(v) given above, find the pdf for s in terms of the
parameters v and o2. [5]

3(e) [5 marks] The pdf of s is

dv

g9(s) = | 7| f(v(s)) ,

where the pdf for v is

(L)V/z
f(’l)) — %/2),01//2—16—1/0/202 .

Using v = s2 we have dv/ds = 2s and therefore

—23( )V/2 2(1//2—1)6—1/32/202: (#2”/2 -1 —1/32/20 .

9(s) ['(v/2) ['(v/2)
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2019 Exam Question 3(f)

(f) Show that in the limit where v is very large, the statistic ¢, becomes

(y — 1)

2
o2

t#z

[5]

3(f) [5 marks] Having v — oo means o2 = 20%/v — 0, i.e., the estimate v is always equal to
o2. Expanding the logarithm using In(1 + €) =~ ¢ for small € and replacing v by o2 gives

t,=(01+v)ln

1Jr%(y —vﬂ)zl LW —2u)2 |

G. Cowan / RHUL Physics Statistical Data Analysis / Exam Revision Session 24



