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Abstract

This thesis presents a study of the decay B~ — D°K*~ and its charge conju-
gate, BT — DYK**. It uses B mesons produced by the PEP-II eTe™ accelerator and
recorded by the BABAR detector at the Stanford Linear Accelerator Center in Califor-
nia. This study provides information on the matter anti-matter asymmetry known
as CP violation by measuring the difference in decay rates of Bt and B~ mesons.
These measurements can be used by the Gronau-London-Wyler (GLW) method to
quantify the amount of CP violation that occurs by constraining the angle v of the
unitarity triangle.

The GLW method requires several decays of B~ — DYK*~ and its charge conju-
gate to be studied. These decays can be separated into three categories based upon
the decay of the D% non-CP eigenstates (K 7", K- nn’ K ntr—n"); CP-even
eigenstates (KTK~, 777~ ); CP-odd eigenstates (K%, KJw, K2¢). The K*~ is
reconstructed in the decay K*~ — K70,

This analysis presents the measurement of four quantities which can be used to
constrain the angle 7. These are the GLW CP parameters A, and R4 which are
specific functions of the decay rates mentioned above. This work is part of a wider
effort within the BABAR collaboration to constrain « by combining the results from
several GLW analyses. A joint effort is required because the difficulty with these
analyses is that they are statistically limited.

Using a dataset of 204 million BB pairs, the Gronau-London-Wyler CP param-
eters are measured to be:

A = —0.40+0.40 (stat) = 0.19 (syst),
A = —1.00+3.67 (stat) = 0.19 (syst),
R+ = 2.0640.80 (stat) + 0.41 (syst),

R_ = 0.19+0.50 (stat) £ 0.30 (syst).
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Chapter 1
Introduction

The Standard Model of particle physics has been very successful at describing the
interactions of quarks and leptons. It does however contain many free parame-
ters including the masses of the quarks, leptons and the elements of the Cabibbo-
Kobayashi-Maskawa (CKM) matrix. The presence of so many free parameters in
the model suggests that it may not be the final word.

The natural way to look for new physics is to test the best models we currently
have available. This analysis attempts to do this by studying the decay B~ —
DYK*~ and its charge conjugate. By looking at the difference in the decay rates
of the BT and B~ mesons CP violation can measured. This is done by using the
Gronau-London-Wyler (GLW) method to constrain the angle v of the unitarity
triangle.

The GLW method makes use of the quantum mechanical interference that occurs
between B~ — D®OK ™)~ decays, which involve b — cus quark transitions, and
B~ — DWOK®~ decays, which involve b — u€s transitions. This analysis uses
B~ — DYK*~ decays which can be split into three categories based upon the decay
of the D°: non-CP eigenstates (K 7+, K—nt7?, K=ntr—n"); CP-even eigenstates
(KTK~, mtn~); CP-odd eigenstates (Ko7°, K%, K%p). The K*~ is reconstructed
in the decay K*~ — K~ 7.

The GLW method uses the measurement of these decay rates to form four quan-

tities which can be used to constrain 7. These four quantities are:

_ Te(B7) -Tu(B7)
AT ) B -

11
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IL(B~) + T4(B*)
Re = Fr B0 T on () (1.2)

Here I' is a decay rate and the subscript indicates the type of DY decay with +
indicating the use of CP-even modes, — the use of CP-odd modes and non-CP the
use of the non-CP modes.

Using the GLW method, this analysis was able to make a measurement of A,
A_, Ry, and R_. Because of the low branching fraction of the D° decaying to CP
eigenstates, analyses of this type are statistically limited. This means that the infor-
mation from several analyses must be used in combination to provide a constraint
on 7. This analysis forms part of this joint effort in the BABAR collaboration.

This thesis is structured as follows: Chapter 2 describes the theoretical back-
ground to the measurement made; Chapter 3 gives an overview of the accelerator
and detector that have made the measurements possible; Chapter 4 details the pre-
selection of events while Chapter 5 presents the final selection criteria; Chapter 6
describes the fit procedure used to measure the signal yields; Chapter 7 presents the
results found and gives an assessment of the systematic errors of the measurements;
Chapter 8 summarises the work performed, looks to the results’ implications and

discusses possible future improvements to the analysis.



Chapter 2
Theoretical overview

This chapter discusses the theoretical concepts related to this analysis and explains
the reasons for choosing the B decay modes studied. Although the extraction of the
angle ~ is covered in detail, the rest of the chapter does not aim to give a complete
overview of the subject as the Standard Model [1], [2] and CP violation [3] are well
documented in textbooks. First a brief review of the Standard Model will be given.
This leads to a discussion of the CKM matrix and the unitarity triangle. Next CP
violation is defined before looking at how CP violation arises in B meson decays. An
in-depth review of the method used to extract information about the weak phase ~
is given. This is followed by a review of the current experimental status of related

measurements.

2.1 The Standard Model

The Standard Model of particle physics is currently the best description available of
the interactions of matter and the forces that propagate these interactions. Matter
has been found to consist of three families of quarks and leptons. Each quark and
lepton also has an anti-particle which has the same mass but opposite additive
quantum numbers including its charge. Quarks have never been observed directly,
they are always found in two or three quark bound states called mesons and baryons.
There are currently searches ongoing for four and five quark bound states but nothing
conclusive has been found to date.

The constituents of matter interact by exchanging gauge bosons. The four forces

are gravity mediated by the graviton, the weak interaction with W and Z bosons,

13



14 2.1. THE STANDARD MODEL

the strong interaction with gluons and electromagnetism with photons.
The electromagnetic and weak forces can be seen as a unified electroweak force.
The interactions involving the W= and Z° are weaker as their masses suppress the

amplitudes where they are exchanged.

2.1.1 What is CP violation?

The C or charge conjugation operation reverses the charges of the constituents of a
state. The P or parity operation reverses the spatial coordinates, therefore applying
the CP operation reverses the charge, spatial coordinates and thus also the helicity
of a state. CP violation is observed if the decay rate of a state is observed to differ

from the rate of decay of its CP conjugate.

2.1.2 Is the Standard Model correct?

As accurate as its predictions are, the Standard Model is not expected to be the final
word. The model contains 19 free parameters which include the masses of the quarks
and leptons and the four free parameters of the CKM matrix. An additional 9 free
parameters must be included if neutrinos with mass are included. Many people feel
that a true underlying theory of the universe would not allow free parameters but
would dictate the values of all (or most) quantities within the theory.

Another reason for believing that there is more to be discovered is the lack of
understanding of the matter/antimatter asymmetry of the observable universe. It
is expected that equal amounts of matter and antimatter should have been created
in the earliest moments after the big bang. However, our experience is that there
is relatively little antimatter around us. Observations of the universe show no dis-
tinctive signatures to suggest that other galaxies are made of antimatter. Although
the Standard Model allows for the CP violation required in order for an asymme-
try to arise, currently it is only possible to explain a tiny fraction of the difference
observed [4, 5].

By testing all predictions of the Standard Model we are seeking to confirm the
theory or discover new areas of physics. The B-factories like BABAR have been
designed with the intention of measuring the CKM matrix and unitarity triangle as

accurately as possible to test the Standard Model in this area.
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2.2 The CKM matrix and unitarity triangle

The Cabibbo-Kobayashi-Maskawa (CKM) matrix relates the mass eigenstates to the
weak eigenstates of the quarks. The elements of the CKM matrix V;; are proportional
to the coupling constants for decays where a quark changes flavour by emitting a
W=, It is only these charged current processes that have the ability to change the

flavour of a quark. Figure 2.1 shows a diagram of this charged current interaction.

Figure 2.1: Feynman diagram of a quark flavour changing decay. For a W decay ¢; = u, ¢, t and
gj = d, s, b. Here g is the gauge coupling constant and V;; is the required CKM matrix element.

Equation 2.1 shows how the CKM matrix relates the mass-eigenstates to the

weak-eigenstates.

/

d Vud Vus Vub d
s = Vea Ves Va S . (2 1 )
/ Via Vis Vi b

The Standard Model requires that this matrix be unitary, i.e.,
Vvt = I (2.2)

An arbitrary complex 3x3 matrix would have eighteen free parameters. The
unitary nature gives nine constraints and an additional five constraints come from
the freedom to redefine the phases of the quark states. So in the context of the
Standard Model the CKM matrix has four free parameters.

The Wolfenstein parameterisation shown in Equation 2.3 is a convenient param-

eterisation of the elements of the CKM matrix. It contains four real parameters: A,
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A, p and 1. The value of 1 determines the size of the imaginary component that
leads to the possibility of complex coupling strengths, which allow CP violation to
occur in the Standard Model. The size of the CP violating effect will be proportional
to n and so a value of zero for this parameter will prevent CP violation from existing.
The Wolfenstein parameterisation is not exactly unitary as shown by the O(A?) term

in Equation 2.3.

-2 A AN(p—in)
Vokm = -\ - AN + O\, (2.3)
AN (1 —p—in) —AN 1

Note that CP violation cannot arise in this way if there are only two families of
quarks and leptons. This is because a 2x2 transformation matrix does not require a
complex component. In the case of a 3x3 transformation matrix, in general, at least
one element must have a complex component independent of the parameterisation
chosen.

The unitarity of the CKM matrix allows the formation of six relations which must
equal zero. These relations are formed from the summation of three terms and so can
be represented as a triangle in the p, n plane of the Wolfenstein parameterisation.
When referring to “the” unitary triangle, we are referring to the triangle where each
of the sides are of most comparable length and hence each angle is also of most
comparable size. This shorthand is used because four of the triangles that can be
formed are actually flattened, two of the angles being much smaller, making the CP
violation associated with those angles much harder to measure experimentally.

The unitarity triangle then is the triangle that in the complex plane (p, 1) is

represented by the relation:

VaudVy + VeaViy + ViV, = 0. (2.4)

Figure 2.2 shows these elements in the Wolfenstein parameterisation. It can be

seen that the weak phase (7) is given by

VoV )
g g ( VeV (25)
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VigVip

(@)
A
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L f
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|
|
|
l
|
y ! B
O 1 -
0 P 1
92 (b) 7204A5

Figure 2.2: The unitarity triangle. (a) Shows an unscaled version. (b) Shows the triangle where
all sides have been divided by V;V.q [6].

By substituting in the V.4 and V.4 elements taken from the Wolfenstein param-

eterisation (Equation 2.3) and ignoring terms of A we find

_ _ Vb
v = Arg( )\Vc}i) (2.6)

Therefore to probe this angle, decays with b — u and b — ¢ transitions are

required. This points towards the need to use B mesons in order to constrain or

measure vy directly.

2.3 CP violation in the B meson system

Three types of CP violation are possible: direct, indirect and interference. Each
requires at least two paths from an initial state i to a final state f in order for

quantum mechanical interference to occur [3].
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Direct CP violation can occur when two diagrams interfere so that,
i—f # i

This is the type of CP violation that this analysis is trying to measure.
Indirect CP violation is where a meson can decay into its own anti-particle before

decaying to the final state, but the reverse decay is not equally likely, that is
i—=i—f # i—i— f.

CP violation arising from interference occurs when a B meson can decay both
directly to the final state f, and via decaying to its own anti-particle before again
decaying to f. The asymmetry arises if the anti-particle version has a different

overall rate. These decays can be represented by:

i f i— f
+ # +
i—i— f I

A charged B meson cannot exhibit indirect or mixing CP violation because charge

conservation prevents the required oscillation into its anti-particle.

2.4 Measuring the angle v

This section covers the theory that underpins the choice of decay modes studied.

2.4.1 The GLW method

Equation 2.6 showed that to measure v, quantum mechanical interference between
modes that involve b — ¢ and b — u quark transitions are required. Decays of the
type B~ — DX are therefore an obvious choice as can be seen in the Feynman
diagrams of Fig. 2.3.

The B~ — DX decay modes are theoretically clean because tree decays domi-
nate. In general it is found that the measurements required are infeasible experimen-
tally because these decays have b — wu transitions, which for the decays in Fig 2.3

are colour suppressed, while the b — ¢ transitions are colour allowed. This leads to
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§K*+
wW* u
b — C___
u u
) b-u )
b Uu~0
1 D
W
B* i
S

Figure 2.3: The leading order Feynman diagrams for the decay BT — DOK**.

large differences in the relative amplitudes and so any interference effects are small.
The colour suppression arises from the W being forced to decay into two quarks
which have the same colour as the spectator quark while the colour allowed process
has no such constraint.

This issue is tackled in the Gronau-London-Wyler [7-10] (GLW) method which
uses a subset of this decay type where the measurements can be performed, namely
B~ — DXg. Here the colour allowed b — c¢ transition is combined with a Cabibbo
suppressed Vs process, while the colour suppressed b — wu process is combined
with a Cabibbo favoured Vs process. This can be seen in the Feynman diagram in
Figure 2.3. This means that the two diagrams have comparable amplitudes and so
the interference effects should be easier to measure.

The obvious disadvantage is that these decays are very rare, with a total branch-
ing ratio on the order of 107® to 107" for the modes studied in this thesis. A
reconstruction efficiency below 10% for these decays contributes to the problem.
This means that for the key CP modes measured in this analysis on the order of 10

signal events are expected to be measured on the data sample of 204 million BB
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events. Indeed the measurement is only possible due to both PEP-II producing, and
BABAR coping with, luminosities well above those specified in the original design of
the experiment.

Several modes give the quark content required by the GLW method including
D°K~—, D°K*~ and D**K~. This analysis studies decays of the type B~ — D°K*~
where K*~ — K",

In general we expect an asymmetry in the decay rates of B* — f(f) if two
amplitudes contribute with different strong and different weak phases. The GLW
method creates three independent quantities from three measurable quantities: rp,
0 and . The quantity rg is formed from the ratio of the b — u amplitude to that

of the b — ¢ amplitude, i.e,

[A(b — w)|

rge = m (27)

The value of ¢ is given by the difference of the strong phase of the two amplitudes
and « is the difference in the weak phase of the amplitudes. The key difference
between these two phases is that on applying charge conjugation, the sign of the
weak phase reverses while the sign of the strong phase remains unchanged.

The method defines:

A(B~ — D°K*") = a, (2.8)

A(B™ — D°K*7) = arge®e™. (2.9)

If the D° and D decay to the same final state, which must therefore be a CP
eigenstate, quantum interference is seen. It must be assumed that any D° DO mixing
is negligible in order to attribute any asymmetry seen as being entirely due to the
magnitude of . This assumption should be valid as the amount of D° mixing in the
Standard Model is predicted to be negligible [7].

The CP-even and CP-odd D° eigenstates can be written as,

DY = (D°+D%/V2, (2.10)

where the subscript +(—) refers to a CP-even (CP-odd) eigenstate. A D° decaying
to K¥K~ or mt7~ has CP = +1 while decays to K27°, K% or K%w have CP= —1.
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So by combining Equation 2.10 with Equations 2.8 and 2.9 the following holds:
V2A (B~ — DYK*7) = a + argee™. (2.11)
Similarly the charge conjugate reaction has the amplitude

V2A (BT — DYK*") = a+ arge®e ™. (2.12)

Figure 2.4: These triangles demonstrate how « can be found from a measurement of six branching
fractions. The asymmetry is a result of the sides associated with the D} decays being unequal

These relations can be represented geometrically in the complex plane shown in
Fig. 2.4.
The amplitudes must now be squared to obtain the rates of these decays. By

combining Equations 2.11 and 2.12 we find,

|A(B~ — DYK*) | + |A(BY — DIK*)|?

= a*(1+7r}£2rgcosdcosy), (2.13)
and,
|A(B~ = DYK*) > — |A(BT — DIK*)
= +2a’rpsindsiny. (2.14)

Using these equations, four quantities can be built and expressed in terms of the
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three unknown parameters, ¢, v and rg. These are:

A, = F(B:HD%K*:)fl“(B+HD§:K*+) _ +2rpsin d siny . (2.15)
(B~ =D} K*~ )+4T(B+—DJ K*+) 1£2rgcosdcosy +ry
I(B~—DYK*)+I(B*—DLK**) 9

Ry = B DR = 1+2rgcosdcosy+ry.  (2.16)

The subscript sign indicates CP-even (+) or CP-odd (—) modes are used. In fact

not all of these quantities are independent as we have

[(B~—=DYK*~)-I(Bt—DLK**) +2rpsin d sin vy

As = T(B~—DQK* )+T(B+—=DLK*+) = R (2.17)
Thus there is an additional constraint,
AR, = -A_R_. (2.18)

So effectively there are three independent measurables and three unknowns.

Both the weak () and strong (J) phases must be non-zero to have a non-zero
value for A, and A_. An asymmetry is expected to be observed because it is
anticipated that there will be a relative difference in both the strong [11] and the
weak phases.

It should also be noted that the value of 5 has been measured to be of the order
0.1 to 0.2 [18]. This means that any CP asymmetry is limited to the order of 10 to
20%.

2.4.2 Resolving the discrete ambiguities

Equations 2.15 and 2.16 show that the sin and cos terms lead to ambiguities in the
sign of both the weak phase + and the strong phase 9.

As well as the ambiguity that results from the addition of 7 to these angles (y+
and § + 7) there is the fact that no single measurement can distinguish between -
and 0, i.e we don’t know how much interference is due to the strong phase and how
much is due to the weak phase. So explicitly the same numerical value of A4 will
be given for (v, d), (-7, -6), (6, ¥), (-0, =7), (7 + 7, T+ 0), (* —7, 7 = 0), (7 + 9,
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T+7) and (7 — 4§, T — 7).

The ambiguity related to the sign of v is reduced thanks to indirect constraints on
the physical range of v which have measured it to be in the range 40° < v < 100° [18].
To reduce the ambiguity we can take several measurements made with different
modes. These modes should share the same weak phase, but the strong phase could

differ, therefore helping to remove some of the ambiguities.

2.5 Treatment of the additional strong phase from
B~ — D'K—7" decays

The GLW analyses that make use of D°K*~ decays suffer from an irreducible back-
ground because decays of the type B~ — DK~ 7" have the same final state as
the signal mode B~ — D°K*~ (K*~ — K~7°). Unfortunately it is not possible
to distinguish these background events from signal in the fit strategy. Indeed it is
quantum mechanically impossible to separate them on an event by event basis.
Further difficulties arise from the branching ratio of B~ — DK~ 7 being un-
measured to-date. This makes it impossible to predict the amount of this background
from this source with certainty. Another difficulty is that these modes interfere with
the signal modes which potentially introduces an additional strong phase. This
means that the decay amplitudes and hence the measurables A4 and R+ are modi-

fied. It is clear that an understanding of the effect of this mode is required.

2.5.1 Modelling the effect of the non-resonant background

The differences between the resonant (K*~) and non-resonant (K~ 7°) decays are
that the K*~ mass line shape can be modelled by a Breit-Wigner in the resonant
case, while in the non-resonant case it will be a broad spectrum. The angular
distribution in the resonant case should have a cosf dependence as the K*~ is a
spin 1 particle [12]. The angle 6 is defined as the angle between the momentum
vector of the K~ in the rest frame of the K*~ and the momentum vector of the K*~
in the rest frame of the B~. The angular dependence of the non-resonant mode,
however, should be flat as this is a spin 0 state. An attempt to measure the effect
of the non-resonant modes can be made by looking at these variables and taking

into account the effect of the possible amplitude interference. Further details are
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provided in Chapter 7.

2.6 Status of current results

The decay B~ — D°K*~ has been studied previously at BABAR. A measurement of
the branching fraction [13] was made with 81.9fb™! of data reconstructing the D°
to non-CP final states with the K*~ decaying to K m~. A subsequent analysis using
210fb~" of data has measured both the branching ratio [14] and the CP asymme-
try [15] using D° decays to CP and non-CP final states, again reconstructing the
decay K*~ — K2r~.

Figures 2.5 and 2.6 show the current world averages for the measurement of A
and R4 respectively for the D°K*~, D° K~ and D*® K~ modes. The results for
DPK*~ are also presented in Table 2.1. These figures have been compiled by the
HFAG collaboration [17].

Table 2.1: The world averages of Ay and R1. The values for BABAR 2005 and Belle 2003 are taken
from [15] and [16] respectively. Both of these results use the K*~ decaying to K 7~ in contrast
to this analysis which reconstructs the K*~ decaying to K~ «°.

| Result | Ay | A

BABAR 2005 | -0.08 4 0.194 0.08 | -0.26 + 0.40 £ 0.12
Belle 2003 | -0.02 & 0.33 £ 0.07 | 0.19 + 0.50 £ 0.04
Average -0.06 £ 0.18 -0.08 + 0.32

‘ Result ‘ Ry ‘ R_ ‘
BABAR 2005 | 1.96 £ 0.40 4= 0.11 | 0.65 £ 0.26 £ 0.08
Belle 2003 Unmeasured Unmeasured
Average 1.96 + 0.41 0.65 + 0.27

The UTFit collaboration have calculated v to be in the range 36° < v < 97°
(at 95% C.L) [18]. This result is based upon indirect measurements only, these are
measurements of quantities other than v that theoretically constrain the position of
the apex of the unitarity triangle and hence the size of . The various constraints
are shown in Fig. 2.7.

When only the results of direct measurements published to date are used, the
resulting constraint is less stringent, but is consistent with the indirect measure, as
~ is found to be in the range 36° < v < 103° at 95% confidence level. This is shown
in Fig. 2.8.



25 2.6. STATUS OF CURRENT RESULTS

It can be seen from these previous measurements that the statistical error is
dominant in all cases. The motivation for this analysis is to exploit additional decay

modes in order to further constrain the direct measurement of .
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Figure 2.5: Measurements of Ay collated by the HFAG collaboration [17].
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Figure 2.6: Measurements of R collated by the HFAG collaboration [17].
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Figure 2.7: An estimate of the position of the vertex of the unitarity triangle. This plot is based
solely on indirect constraints and is taken from the UTFit collaboration [19]. An indirect constraint
is one which uses theoretical relations and measurements of quantities other than ~ in order to
estimate the size of . The inner line at the apex of the triangle represents 68%C.L. while the outer
line represents 95%C.L.
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Figure 2.8: An estimate of the position of the vertex of the unitarity triangle. The lightly shaded
region is the bound of the 90% confidence level and the darker region is the bound of the 95%
confidence level. This plot is based solely on direct constraints and is taken from the UTFit
collaboration [18].



Chapter 3

The BABAR detector at PEP-11

The PEP-II accelerator [20] is a B-factory, located at the Stanford Linear Accelerator
Center in California, which collides bunches of electrons and positrons at the 7°(45)
resonance. The B mesons produced by the decay of the 7(4S5) are detected by the
BABAR detector [21] which sits at the interaction point (IP) of PEP-II. The primary
aim of the BABAR programme is to measure CP-violation in the decay of these B
mesons.

This chapter describes the basics of the PEP-II accelerator and gives an overview
of the sub-detectors that form the BABAR detector.

3.1 The PEP-II collider

PEP-II is an electron-positron storage ring supplied by a two-mile long linear accel-
erator. It collides a beam of 9 GeV electrons and 3.1 GeV positrons in the centre of
the BABAR detector. The asymmetry in the energy of the beams leads to a boost
of the centre-of-mass frame relative to the laboratory frame with gy = 0.56. This
boost increases the average separation between B meson decay vertices, which makes
a measurement of this separation and hence the difference in decay time possible.
This enables time dependent CP violation to be measured. The analysis presented
here, however, does not make a direct use of this boost as the asymmetry measured
is not time dependent.

The centre-of-mass energy when running on-peak is 10.58 GeV, the mass of the
7 (4S) resonance, which leads to a high cross-section for the production of 7°(45)

mesons. As the 7°(4S5) decays almost exclusively to bb quark pairs, copious numbers

30
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of BB~ and B°B° mesons are produced. As well as the high cross section seen for
the production of the 7°(4S) at this energy there is also a significant cross-section for
ete™ — ¢q decays where q is an up, down, charm or strange type quark. The decays
of this type form a source of background that must be studied. The cross-section
figures are summarised in Table 4.1.

2s~1. However at the time of

The design luminosity of PEP-II was 3 x 1033 cm™
writing the record peak luminosity is 12.07 x 1033 cm2s~!, achieved on the 16th of
August 2006, exceeding the original design by a factor of four. This performance

has allowed BABAR to record an integrated luminosity of 390.8fb™".

3.2 The BABAR detector

The BABAR detector has been designed with the goal of making accurate study of
CP-violating effects in B-mesons possible. To do this the detector requires good
tracking of charged particles and measurement of the position of decay vertices. It
also requires the ability to measure the energy of photons and to accurately distin-
guish charged kaons from charged pions. These basic requirements are fulfilled by
specialised subsystems.

The BABAR detector is shown in cross-section in Fig. 3.1. Charged particle tracks
are measured with a multi-layer Silicon Vertex Tracker (SVT) and a surrounding
cylindrical wire Drift Chamber (DCH). Csl crystals are used in the Electromagnetic
Calorimeter (EMC) to detect electromagnetic showers from electrons and photons.
A solenoid provides a magnetic field of 1.5 T, the steel flux return of this magnet is
instrumented with resistive plate chambers in order to detect muons and hadronic
showers. Charged hadrons are identified by using dF/dz measurements from the
tracking detectors and by the detector of internally reflected Cerenkov radiation
(DIRC). A trigger system consisting of a level-one hardware stage and a level-three
software stage is used to select the events of most interest. These subsystems are
further described in following subsections.

The centre of the detector is offset from the Interaction Point (IP) by 370 mm
in order to optimise the detector acceptance due to the asymmetric beam energies.
The beam-line is defined as the z—axis, the y—axis points upwards and the r—axis

points horizontally away from the centre of the PEP-II ring.
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Figure 3.1: Cross-sections of the BABAR detector [21].

3.2.1 The silicon vertex tracker (SVT)

Together with the drift chamber, the silicon vertex tracker (SVT) provides the
charged particle tracking capabilities of the detector. For particles with transverse
momentum (p;) less than 120 MeV/c it is the only source of tracking information. It
also provides energy loss (dF/dz) information for use in particle identification.

The SVT consists of five layers of double-sided silicon strip detectors. The ar-
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rangement of these layers is shown in Fig. 3.2 while Fig. 3.3 is a side view cross-

section. The range of polar angle covered is 20° < 6 < 150°.
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Figure 3.2: The end-on view of the Silicon Vertex Tracker (SVT) [21].
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Figure 3.3: A side cross-section of the Silicon Vertex Tracker (SVT) [21].

The primary purpose of the inner three layers is to gain position and angle infor-
mation for the measurement of vertex positions. The inner layer is therefore mounted
30mm from the interaction point, just outside of the beampipe’s 27.8 mm radius.
The primary purpose of the outer two layers is to provide tracking information to
allow SVT tracks to be matched with tracks in the drift chamber.

The inner three layers consist of six modules each while the outer two layers
contain 16 and 18 modules respectively. The strips on opposite sides of each sensor

are aligned orthogonally to each other with ¢ measuring strips parallel to the beam
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and z measuring strips transverse to the beam. In the z—axis, the SVT has a
resolution of 80 ym, while in the x — y plane a resolution of 100 pum is achieved.
The double-sided strips are capable of providing as many as ten dE/dz measure-
ments per track. Figure 3.4 shows the distribution of dE'/dx along with expected
behaviour for several particle types. The algorithm used (on a minimum of four
sensors registering a track) can give a 20 separation between kaons and pions up to
a momentum of 500 MeV/c. This is of particular relevance in this analysis due to the

large number of pions and kaons in the final states considered.

Figure 3.4: A plot of dE/dx versus momentum from the Silicon Vertex Tracker [21].

3.2.2 The drift chamber (DCH)

The drift chamber (DCH) has a similar design goal to the SVT, to measure with
high precision the momenta and angles of charged particles. Where the SVT is more

precise for vertex measurements, the DCH is more precise for momentum measure-
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Figure 3.5: The layout of cells within the drift chamber (DCH) [21].

ment. The DCH is three metres long and, as illustrated in Figure 3.5, is composed
of 40 layers of approximately hexagonal cells. Each sense wire is surrounded by
six field wires giving a total of 28,768 wires. In order to gain longitudinal position
information, 24 of the 40 layers have their wires in a stereo arrangement, which
means that they are at small angles relative to the z—axis. Groups of four layers
are arranged into ten super layers that contain equal numbers of cells. To minimise
the amount of multiple scattering, low mass wires and a helium based gas are used.
The cross-section of the DCH is shown in Figure 3.6.

The DCH also provides another source of dF'/dzr measurements which are used
for the separation of kaons from pions. At momenta lower than 700 MeV a separation
of 20 is achieved.

By combining the information from both the silicon vertex tracker and the drift
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Figure 3.6: Cross-section of the drift chamber [21].

chamber, it is found that the resolution of the transverse momentum is
op /P = (0.13)%p: + (0.45)% ( GeV/c)

The first term in this equation arises from measurement errors which are proportional
to the momentum of the charged particle. The second term arises from multiple
Coulomb scattering effects. The error from this source is essentially constant as

around any single sensing wire the track appears straight.

3.2.3 The detector of internally reflected Cerenkov light
(DIRC)

The detector of internally reflected Cerenkov radiation (DIRC) is optimised to pro-
vide information for the separation of pions and kaons with a momentum from around
500 MeV/c to the kinematic limit of 4.5 GeV/c.

The DIRC (Figure 3.7) consists of 4.9 m bars of fused silica that lead to a standoff
box in the backward end of the detector, filled with purified water. A Cerenkov
photon produced when a charged particle traverses the bar is internally reflected
within the bar until it reaches the instrumented end. It emerges into the standoff

box and propagates through water until being detected by a photomultiplier tube
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Figure 3.7: Cross-section of the Detector of Internally Reflected Cerenkov light (DIRC) [21].

Figure 3.8: An example event in the Detector of Internally Reflected Cerenkov light (DIRC) [21].
The left-hand image shows the distribution of photons from signal (red) and background (green).
The image on the right-hand side shows just those photons identified as signal events. This makes
it easier to see that a signal event will form two semi-circles, one of which is mirrored because the
photons will have been reflected off of the mirror at the front end of the detector.

(PMT). Purified water is used because it has a refractive index close to that of the
silica bars, this reduces any internal reflection at the interface of the bars and the
water. The cone of Cerenkov light expands while preserving the Cerenkov angle as
it passes through the water and strikes the array of photomultipliers. Around 80%
of the light successfully traverses the bars and the purified water to make it to the
PMTs. Figure 3.8 illustrates the distribution of photons within the DIRC for an
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Figure 3.9: Cross-section of the Electromagnetic Calorimeter (EMC) [21].

example event.

Only the backward end of the detector is instrumented. A mirror is used to reflect
photons that travel towards the forward end of the bars back to the instrumented
end. Due to the lack of a backward calorimeter, this end was instrumented to

minimise interference with other subsystems.

3.2.4 Particle Identification (PID)

Together the SVT, DCH and DIRC are the inputs to the BABAR particle identification
(PID) algorithms. This analysis uses likelihood based selectors to select both charged
kaons and charged pions. For each of these subdetectors the probability that a
charged track is a kaon is calculated. Each probability is then multiplied together to
form an overall probability. For track momenta below 700 MeV, dE/dx information
from the SVT and DCH is used with the DCH providing the more accurate measure.
For momenta above 600 MeV the DIRC is used. This means that for high energy
tracks the DIRC is the only source of PID.

PID algorithms are also used to identify electrons and muons, however this anal-
ysis does not make use of these tools. Any track which is not identified as a kaon
(or an electron or muon) is assumed to be a pion.

This analysis relies on PID to separate kaons from pions. PID is used to select
the kaon that is produced by the decay of the K*~. PID is also used in the selection
of the daughter products of the decay of the w, ¢ and the D°.
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3.2.5 The electromagnetic calorimeter (EMC)

The electromagnetic calorimeter (EMC), which is shown in cross-section in Fig-
ure 3.9, consists of a barrel and a forward end-cap containing a total of 6580 Thallium
(0.1%) doped Caesium Iodide (Csl) crystals. It is capable of detecting electromag-
netic showers that range in energy from 20 MeV to 4 GeV. The 20 MeV limit is
determined by beam and event backgrounds and the amount of material in front of
the calorimeter.
The energy resolution of the EMC is
oE (2.3+0.3)%

— = ———— 4+ (1.9£0.1)%
E v/ E(GeV) * %

while the angular resolution is found to be

9+0.1
oy — oy — BOEODmrad o0 00 mrad. (3.1)
E(GeV)

As the single most expensive piece of the BABAR detector, every effort was made
to limit its cost. This led to the decision not to have a backward end-cap calorimeter.
Due to the boost provided by the asymmetric beam energies, this has little effect on
the physics sensitivity of the experiment.

In this analysis the EMC plays an important role as each decay mode under
study contains a neutral pion from the K*~. The better the energy resolution of the
detector the fewer fake pions or unreconstructed pions there will be. The angular
resolution is important for matching two photon candidates back to a common vertex

to form a 7% candidate.

3.2.6 The instrumented flux return (IFR)

Designed to detect muons and neutral hadrons (particularly K?), the instrumented
flux return (IFR) consists of the layers of steel of the magnet’s flux return, in-
strumented with resistive plate chambers (RPCs) between the gaps in these layers.
Figure 3.10 shows that there are 19 RPC layers in the barrel, and 18 in the forward
end-cap.

The basic principles of the operation of the RPCs are that they detect streamers

from ionising particles using capacitive readout strips. The advantages of using
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Figure 3.11: Cross-section of a Resistive Plate Chamber (RPC). These RPCs Instrument the
Solenoid of the detector, allowing it to be used for muon detection [21].

the RPCs is that they are cheap, simple to produce and can cover various shapes
allowing for a minimal amount of dead-space within the detector. An additional
benefit is that large signals and a fast response time allow for simple electronics to
be used to read out the signals. The RPCs give a time resolution of a few ns and
a spatial resolution of a few mm dependent upon the segmentation of the read out
for a particular area of the detector. The cross-section of an RPC is illustrated in
Figure 3.11.

The IFR does not play a crucial role in this analysis.

3.2.7 The trigger system

The trigger system is required to reject as many background events as possible while
efficiently preserving the events of interest. This has been achieved with a two-level
design. Each level is required to decide on the acceptance or rejection of an event
within the limited time available in order to prevent significant loss of data due to

dead-time.
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The design requirement was that bb events should have a trigger efficiency, after
angular cuts to account for events lost down the beam-pipe, of 99%, continuum
events 95% and tau events 90-95%. The trigger should also contribute less than 1%
to the dead-time.

The level-one trigger uses information from the DCH, EMC and IFR to reduce
the trigger output to less than 2kHz. This trigger is hardware based and has just
12.8 us to process the information passed from the subsystems and trigger if the
event has a signature of interest.

BABAR does not currently have a level-two trigger, but it has been designed
with the necessary flexibility in the software to allow one to be included if the
luminosity increases to an extent that the level-one trigger cannot stay within the
design constraints required by level-three.

The software based level-three trigger takes the output from level-one and further
reduces it to a maximum of 120 Hz. The software runs on a farm of dedicated
machines. This part of the trigger has an average processing time of 8.5ms per
event for an input of 2.7kHz. This is well above the design requirement of 2 kHz.

The good performance of the trigger means that the impact upon this analysis

is small.



Chapter 4
Preselection of BT events

This chapter discusses the preselection of events used in the analysis. The prese-
lection is applied to both the on-peak data and simulated events. It is designed to
remove as much background as possible while efficiently leaving signal events. A
preselection is a common element within a BABAR analysis, it is designed to reduce
the amount of processing time required to run the full analysis code on the data
samples used. Without a preselection, the optimisation of the cuts in the selection
chapter would take a lot longer without achieving an improvement in the final result.

Very few selection criteria (cuts) are applied at this stage and those which are

applied are very loose to ensure a high signal efficiency.

4.1 Data and simulated event samples

The data sets used in this analysis are summarised in table 4.1. The analysis is
based upon a 185.8fb™! sample of data taken at the 7(45) resonance at 10.58 GeV.
This equates to roughly 204 million BB pairs and was recorded from 1999-2004.
The data is referred to as on-peak because the centre-of-mass energy is on the peak
of the mass resonance giving the largest 7°(4S) production cross-section possible.
The analysis has also used an off-peak sample of 21fb™! recorded at a centre-of-
mass energy 40 MeV below the mass of the 7(4S). This latter data set consists of
ete” — ¢g continuum events where the intermediate state (¢g) is composed of up,
down, charm or strange type quarks. Due to kinematic constraints, no bottom type
quarks can be produced. This sample is used to verify the shapes of distributions

within this continuum background.
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Table 4.1: Monte Carlo samples used in this analysis, with their equivalent luminosities. A branch-
ing ratio of 6.3 x10™* was used for the decay B~ — DYK*~. This is taken from the previous
BABAR paper [13] which made a more accurate measurement than the current PDG [12] value.
The top section of the table details signal Monte Carlo while the bottom section describes generic
Mounte Carlo.

Sample Branching ratio / | Events LUIEHOSTUY
Cross-section generated (fb™)

B~ — DK*~ 6.3 x10°©

DY — K—rnt 8.0 x1076 42000 5.2 x103
DY — K—ntn0 2.7 x107° 36000 1.3 x10°
D’ — K—ntr—nt 1.6 x107° 31000 2.0 x103
D — KtK~ 8.2 x1077 41000 4.2 x10*
DO — gtqa— 2.9 x1077 45000 1.3 x10°
D — K979 5.5 x1076 40000 7.4 %103
D’ — K% 4.5 x1077 30500 6.9 x10*
D° — K% 1.8 x107°¢ 21000 1.8 x104
uds 2.09 nb 4.39 x10® 210
e 1.30 nb 2.73 x108 210
Generic B°B° 0.55 nb 2.52 x108 415
Generic BYB~ 0.55 nb 2.28 x108 458

Several samples of simulated (Monte Carlo) events have been used. These consist
of generic and signal Monte Carlo. The generic Monte Carlo includes B*B~ and
BB° samples as well as u@, dd, s3 (called uds) and c¢ samples. The branching
ratios used are those compiled by the Particle Data Group (PDG), who publish the
Review of Particle Physics [12], or from the most accurate measurements to date
where the error on the measurement is less than that given by the PDG. The PDG
is also used when an invariant mass of a particle is needed, including where a mass
constraint has been applied. The Monte Carlo for signal is generated with one of
the produced Bs forced to decay to a selected mode (i.e. one of the eight modes
studied by this analysis) while the other B decays with the same composition as

generic Monte Carlo.

4.2 Preselection criteria

The reconstruction of B candidates is done by taking the detected final state par-
ticles and working backwards chronologically through the time-line of the decay,

reconstructing intermediate resonances, until the initial state is found. The selec-
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tion and reconstruction of the composite particles is discussed in the same order
below by starting with the description of the selection criteria applied to the final
state particles and working up the decay chain.

This section describes the preselection only. All cuts are subsequently tightened
following the study and optimisation detailed in Section 5.2. From Table 4.1 it is
clear that the following particles must be reconstructed in this analysis B~, D°, ¢,
w, kaons and pions. This chapter shows data versus Monte Carlo comparison of the
reconstructed masses of the particles below.

The preselection results in eight sets of data, one for each mode, which is of a
manageable size to continue the analysis. Some events may fall into two or more of

these data sets, this is looked at in Section 5.5 which covers the issue of cross-feed.

4.2.1 Charged particle tracks

BABAR uses several criteria based upon the two tracking subsystems, the silicon
vertex tracker and the drift chamber, to select tracks in the data. This analysis
makes use of two sets of criteria which yield different quality tracks. The cuts
imposed are designed to reduce the amount of background coming from beam-gas
interactions and cosmic rays. The following sets of criteria are standard BABAR
definitions [22].

Loose tracks

Loose tracks are those tracks that have passed the following cuts:

e Momentum less than 10 GeV/c (removing tracks incompatible with beam en-

ergies);

e A maximum distance of closest approach to the interaction point (DOCA) of
+1.5cm in the z — y plane and +10 cm in the z—axis parallel to the beampipe

(removing tracks that are likely to have come from a background event).

Tight tracks

A set of higher quality candidate tracks consist of tracks that have passed the same

cuts as the loose tracks with further cuts applied:
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e Transverse momentum > 0.1 GeV/c (removes tracks that fail to exit the silicon

vertex tracker);

e Number of hits within the drift chamber must be > 12.

4.2.2 Photon candidates

Photon candidates are defined as clusters within the electromagnetic calorimeter that
are not matched with a track. The energy of the cluster must be greater than 30 MeV
to remove photons from beam backgrounds. To reduce the number of clusters due to
hadronic showers a standard BABAR cut of 0.8 is applied to the lateral moment [21].
The lateral moment makes use of the fact that a hadronic shower is likely to deposit
its energy in a larger number of crystals than an electromagnetic shower however.
The lateral moment uses the energy information associated with each crystal in a

cluster to decide the likely origin of the shower.

4.2.3 K reconstruction

K? candidates are reconstructed through the decay K9 — w7 ~. The decay K2 —
7970 is not used due to the low reconstruction efficiency of neutral pions combined
with a 50% smaller branching ratio. Oppositely charged loose tracks (Section 4.2.1)
are used as pion candidates. A mass cut of +0.025GeV/c? around a central value
of 0.498 GeV/c? is also applied to the resulting candidate. This cut is very loose
as can be seen in the plot of the mass distribution of the K candidates presented
in Fig. 4.1(a). The tracks are then fitted to a common vertex with the K2 mass
constrained to its nominal value. A fit to a common vertex is used when we want
to assume that tracks will have originated from the same point in space. A mass
constraint can be applied since the intrinsic width of the reconstructed particle is
smaller than the mass resolution. Reasonable agreement is seen between the data

and the simulated events.

4.2.4 7 reconstruction

The 7° candidates are constructed from simple four-vector addition of a pair of
photon candidates (Section 4.2.2). The 7° candidate formed is required to have an

invariant mass in the range 115 < m,, < 150 MeV/c? and an energy greater than
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200 MeV. Figure 4.1(b) shows reasonable agreement between the on-peak data and
simulated events for the two-photon invariant mass. This figure also shows how loose

the applied mass cut is.

4.2.5 ¢ reconstruction

The ¢ candidates are reconstructed through their decay to K™K ~. All combinations
of oppositely charged particle tracks are combined with the condition that at least
one of the tracks has passed the tight track (Section 4.2.1) cuts. Four-vector addition
is used to combine the tracks, with the assumption that the mass of each daughter
particle is that of a kaon. A cut of 430 MeV/c? around a central value of 1.019 GeV/c?
is applied to the invariant mass of the ¢ candidate. Figure 4.1(c) shows the K™ K~
mass distribution. As well as the reasonable agreement between data and simulated

events it can be seen that there is a small peak sitting on top of a large background.

4.2.6 w reconstruction

The w is reconstructed using the 777~ 7% mode. Two oppositely charged particle
tracks from the loose tracks list (Section 4.2.1) are combined with a 7° candidate
(Section 4.2.4). The kinematics of the w allow a mass constraint to be applied.
Figure 4.1(d) shows the mass distribution of the w candidates. Again good agreement

but large background levels are seen.

4.2.7 DY reconstruction

The D° candidates for the non-CP, CP-even and the CP-odd modes share a very
similar set of cuts. In all modes (except the K27%) the D° candidates are selected
with an invariant mass within 70(90) MeV/c? of their nominal values. The tracks are
fitted to a common vertex applying a mass constraint. The centre-of-mass momen-
tum of the D° is required to be greater than 1.3 GeV/c.

As discussed in Section 2.4.1 the D° is reconstructed decaying to three possible
CP eigenstates. The non-CP D° candidates are reconstructed through their decays
to K—nt, K~nt7% and K-ntn~nt. CP-even D° decays are reconstructed using
the K* K~ and 777~ final states. CP-odd D° decays are reconstructed using the
final states K%w, K% and KQ¢.
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In all cases loose tracks (Section 4.2.1) are used as both charged pion and charged
kaon candidates. The 7° candidates are reconstructed as defined in Section 4.2.4 for
both the K~ 7"7% and K%7” modes. K? candidates are created as described in
Section 4.2.3, while ¢ and w candidates are selected as described in Sections 4.2.5

and 4.2.6 respectively. Figure 4.1(e) shows the mass of the D° candidates.

4.2.8 K* reconstruction

K*~ candidates are reconstructed through the decay K*~ — K~ 7°. Loose tracks

(Section 4.2.1) are used as charged kaon candidates and 7° candidates are recon-
structed as defined in Section 4.2.4.

The K*~ candidates are reconstructed by fitting the origin of the #° and the
track to a common vertex. The invariant mass of the K*~ is required to be within
125 MeV/c? of the PDG review [12] value of 0.892 GeV/c?. Figure 4.1(f) shows the

K*~ candidates’ mass distribution.

4.2.9 B~ reconstruction
Before selecting B~ candidates two variables are defined that are used to create a
signal region. These variables are AE and mgs where

AE = E"—FE;

beam?

(4.1)

and
MEs = \/Eﬁgam — p*2. (4.2)
E} o 18 the energy of the beam and p* is the momentum of the B~ candidate in

the centre-of-mass frame of the 7°(4S5). For a signal event AE will be close to zero
and mgg will be close to the mass of the B~. Plots of these quantities are shown in
Figure 4.1(h) and (i).

B~ candidates are reconstructed from four-vector addition of the DY and K*~
candidates described in Sections 4.2.7 and 4.2.8. The B~ candidates are required
to satisfy | AE |< 200 MeV and 5.20 < mgg < 5.30 GeV/c?. Finally a cut on the
reconstructed mass of the B is applied to select event in the region 4.5 < mpog«— <
5.5 GeV/c?. Figure 4.1(g) shows the B~ mass distribution.
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4.2.10 Data, Monte Carlo event comparison

No. of Events
No. of Events
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Figure 4.1: Comparison between data and Monte Carlo for variables of B~ — D°K*~. The
plots are displayed normalised to unit area because at this stage the standard efficiency corrections
have not been applied to the simulated events, and it allows easier comparison of the shapes. All
preselection cuts are applied with the exception of the cut applied to the distribution displayed.
Where multiple candidates exist within the event, a selection criterion detailed in section 5.3 is
used. The distributions presented are the reconstructed masses of (a) K2, (b) 7%, (c) ¢, (d) w, (e)
DY (f) K*~ and (g) B~. (h) AE and (i) mgs are also shown, although at this stage they show
no evidence of a signal. The histogrammes are simulated events, while the dots are data.

Figure 4.1 shows invariant mass distributions for the reconstructed candidates



49 4.3. EFFECT OF THE PRESELECTION

detailed in the proceeding Sections. The Monte Carlo samples are created from the
data sets given in Table 4.1, weighted to give the correct composition. It is important
to realise that other than the very loose preselection cuts, no other cuts are applied
at this stage. This means that there are still large numbers of background events
present which explains the large backgrounds seen in the mass distributions.

The plots show that the reconstruction chain has been successful and that the

shapes of the data and simulated event distributions are comparable.

4.3 Effect of the preselection

After applying the preselection which is summarised in Table 4.2 eight sets of data,
one for each mode, are created. From the several petabytes of the BABAR event
database the sample is reduced to a total size of 500 Gb. The selection efficiencies
(€) achieved by this preselection are summarised in Table 4.3 and differ by mode
with a range of 4% < e < 22% on signal events, 1 x 1072% < € < 8 x 107°% on BB

events and 1 x 1072% < € < 1 x 1073% on continuum background events.

Table 4.2: A summary of the preselection cuts used.

‘ Cut ‘ Value ‘
Charged track “Loose”
Momentum ( GeV/c) < 10
DOCA z —y (cm) +1.5
DOCA z (cm) +10
Charged track “Tight”
DCH hits > 12
Transverse Momentum ( GeV/c) > 0.1
Photon cluster energy (MeV) > 30
Lateral Moment <038
K9 moy (GeV/e?) [0.473, 0.523]
7 m., (GeV/c?) (115, 150]
dmik (GeV/c?) [0.989, 1.049]
D mynzo (GeV/e?) [1.774, 1.954]
D° All other modes ( GeV/c?) [1.794, 1.934]
D centre-of-mass momentum ( GeV/c) > 1.3
K* mg—no (GeV/c?) [0.767, 1.017]
B~ mpog« (GeV/c?) [4.5, 5.5]
AE (GeV/c?) [:0.200, 0.200]
mps (GeV/c?) [5.20, 5.30]
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Table 4.3: A summary of the efficiencies achieved by the preselection cuts on signal, B meson
background and continuum background Monte Carlo events.

‘ Mode ‘ Signal ‘ B background ‘ Continuum background H
DY — K7+ 0.219 1.5 x107° 9.7 x107°
DY — K—ntn0 0.133 1.0 x10~4 1.2 x1074
D — K~rtr—nt | 0.141 1.0 x1074 8.0 x107°
DY — KtK~ 0.184 3.1 x10° 3.4 x1076
DY — ntm— 0.178 4.7 x1076 4.4 %1076
D° — Kor° 0.038 7.9 x1077 1.1 x1076
D — K% 0.138 8.2 x1077 1.1 x1076
D’ — K 0.066 1.5 x107° 1.5 x1073




Chapter 5
Selection

The previous chapter described an initial preselection of events which reduced the
background by a factor of between 10* and 107, depending on mode and background
component, while only rejecting between 96% and 78% of the signal events of any
given mode under study. This chapter describes the further refinement of the se-
lection criteria, it is designed to achieve the largest signal significance possible by
rejecting as much background as possible. This allows us to make an accurate mea-
surement of the signal yields required to measure the GLW quantities. The variables
used to discriminate signal events from background events are documented and an
overview of the cut optimisation procedure is presented. The method for choosing
between candidates when an event has more than one valid candidate is also dis-
cussed. Finally the optimised selection efficiency is given and the challenges posed

by background processes are identified.

5.1 Discriminating variables

The following variables were used in the event selection:

e Fisher discriminant: A linear combination of discriminating variables which
may be correlated [23]. The Fisher discriminant used in this analysis is defined

as,

F = —0.60—0.30L° + 1.16L* + 0.75 | cos Oy, |, (5.1)
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where cos fry, is the cosine of the angle between the B meson’s momentum
vector and the momentum vector of the rest of the event. The zeroth (L°) and

second order (L?) Legendre polynomials are given by,

L = pr | cos O | . (5.2)

This is a momentum (p}) weighted summation of the magnitude of the angle

the ith track makes with the momentum vector of the reconstructed B meson.

All of these event shape variables work on the principle that when the B meson
decays it will be almost at rest in the laboratory frame and so its decay products
will be more spherically distributed than the background processes which will
not decay while at rest, leading to a two-jet pattern. This Fisher discriminant
has been used previously in BABAR [15].

cosfy (K*7): The cosine of the angle between the K~ in the rest frame of the
K*~ and the K*~ in the rest frame of the B~. This has a cos? § distribution
for signal events and is peaked towards +1 for background events. There is a
strong correlation between this variable and the momentum of the 7° from the
K*~. For this reason this variable is good at rejecting K*~ candidates that
include a fake low momentum 7°. This angle is sometimes referred to as the

K*~ decay angle in the literature.

Helicity angle: The absolute value of the cosine of the helicity of the DY. The
kinematics of the D decay lead to a flat distribution for signal events but a

cos? § distribution for background events.

cos Oprrom: The cosine of the angle between the momentum vector of the B~
and the beam axis. Signal events will give a sin? distribution while back-

ground events will give a flat distribution.

The invariant masses of the reconstructed particles including the D°, K*~, K?

and the neutral pions from the D° w and the ¢.

The invariant mass of the B~ — D°(K 7’7 )7~ system. A veto is applied to
the mass of this system to remove this background in the 7*7~ mode. This
removes events where K~ 7° is mistakenly reconstructed as a K*~ leaving two

charged pions to be reconstructed as coming from the DP°.
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e Kaon and pion particle identification variables (PID) as discussed in Sec-
tion 3.2.4.

Finally a signal region is defined in the two variables AE and mgs. In AFE the
signal region is chosen as 75 MeV (+30) around zero, while the mgg signal region
is defined as 5.27 < mgs < 5.3 GeV/c?. The definitions of AE and mgg are given in
Section 4.2.9. The choice of the mgg signal region is standard to BABAR.

5.1.1 Data, Monte Carlo event comparison

Before the optimisation procedure several checks were performed on the data. The
first check was to ensure that the shapes of the discriminating variables agree for
simulated events (Monte Carlo) and on-peak data. Section 4.1 gives an overview of
the size of the simulated event samples used in these comparisons.

Figure 5.1 shows a comparison between data and Monte Carlo for all of the
variables used in the event selection of D° — K~7". In each case the distribution is
shown after preselection cuts have been applied. The plots have been normalised to
unit area because at this stage there are none of the corrections required to account
for the reconstruction efficiency differences between data and Monte Carlo for the
tracking, 7 and particle identification selection criteria. The calculation of the
corrections is discussed in Section 7.2. There is good agreement between the shape
of data and Monte Carlo for all variables shown.

Figure 5.2 shows a similar comparison between off-peak data and continuum
Monte Carlo for the decay mode D — K~ 7+7® which has the largest continuum
background contribution. Again it is seen that the Monte Carlo gives a good de-

scription of the shapes of the distributions.

5.2 Cut optimisation procedure

The cut optimisation procedure has been designed to give the greatest signal sig-
nificance, by choosing cut values which maximise ﬁ, where S is the expected
number of signal events and B is the expected number of background events. The
values of S and B are the number of signal and background events left after all
selection criteria have been applied. The final set of cut values obtained from the

optimisation is summarised in Table 5.1.
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Figure 5.1: Comparison between data and Monte Carlo for variables used in the selection of
B~ — DPK*~ events with D — K~—7t. The data is marked by the points and the Monte
Carlo is the yellow histogram. The distributions are normalised to unit area. All preselection cuts,
except for that that applied to the plotted variable, are applied. Plots shown are (a) kaon PID
(from K*), (b) kaon PID (from D), (c) D° mass, (d) K* mass, (e) the Fisher discriminant, (f)
cos Oppom and (g) cosfy (K*). Also shown is a scatter plot (h) of the mps-AFE plane. Here the
red markers indicate Monte Carlo events while the black markers indicate on-peak data.

The variables used have been chosen for their ability to discriminate between
signal and background events. The power of each variable is illustrated in Fig. 5.3
which shows the difference in shape between signal and background events for several
distributions in the D° — K~7 mode. The final cut values applied to each variable
are also shown. The sample of signal events used has been filtered to include only
events where the B meson reconstructed is the B meson generated by the simulation,
and not a misreconstruction of the other B meson generated in the event.

The signal branching fraction for B~ — DYK*~ obtained by a previous BABAR
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Figure 5.2: Comparison between off-peak data and continuum Monte Carlo for variables used in
the selection of B~ — DYK*~ events with D° — K—7tx%. The data are shown as points, the
Monte Carlo as the yellow histogram. The distributions are normalised to unit area. At this stage
no cuts are applied beyond those in the preselection. Plots shown are (a) kaon PID (from K*), (b)
kaon PID (from D°), (c) D° mass, (d) K* mass, (e) the Fisher discriminant, (f) cos@gnsom and

(g) cosOy (K™).

analysis of 6.3 x 10~* has been assumed [13]. This measurement is more precise than
the current Particle Data Group average [12].

The cut variables were optimised individually after all other cuts except AFE
and mgs had been applied. It is clear that the final AF and mgg cuts will have a
significant impact on the size of the remaining background, however, they could not
be applied because too few events were left to allow an accurate choice of selection
criteria. To achieve the correct normalisation the effect of these cuts was mimicked
by scaling down the measured size of each of the component Monte Carlo samples.

The scaling factor was found by taking the ratio, after the set of cuts being optimised
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Figure 5.3: Comparison between signal and background in Monte Carlo for variables used in the
selection of B~ — DYK*~ events with D° — K ~nt. The signal is shown as black dots and the
background as the green histogram. The distributions are normalised to unit area to illustrate the
rejection power of each cut. All cuts are applied with the exception of the cut on the variable
shown. The optimised cut values are indicated by the red arrows. Plots shown are (a) cos0parom,
(b) cosfy (K*), (c) D° mass, (d) K* mass and (e) the Fisher discriminant. Also shown is a scatter
plot (f) of the mgs-AF plane with no cuts applied. Here the red dots indicate background Monte
Carlo events while the black dots indicate signal Monte Carlo events.

has been applied, of the number of events in the signal box (Na) of the sample to
the total number of events of that sample (Ng). Regions A and B are illustrated in
Fig. 5.4. This leads to a modified calculation of the significance of a particular set of

. S . S .
cuts with T54B being replaced by NS Where the ith sample of background

7

events have a scaling factor, R; = J]\\?—g, applied to the number of background events
found B;.

The optimisation procedure was iterated with the cut values set to the values
suggested by the previous iteration until the optimal cut value for each variable was
insensitive to the cuts placed on the other variables. No change to the optimal cut
values was found after the last iteration.

In order to reduce potential systematic errors when calculating the ratios that
form A, and R., wherever possible the cuts applied in this analysis were chosen to
be consistent across all modes. Figure 5.5 shows that the effect of these modifications

to the selection criteria have an insignificant effect on the significance of the selection.
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Table 5.1: Cut values are determined from the optimisation procedure and are in addition to those
applied in the preselection.

‘ Cut ‘ Cuts common to all modes
| AE | (MeV) <75
| mgs — 5279 | ( MeV/c?) <9
| M- — mEPY | (MeV/c?) <75
cos Oy (K*7) <—-04
Kaon Id (K*7) Applied
| Cut | D" > K " |[D°> K an | D' K rtn ot
Fisher discriminant < 0.7
| cosOBrrom | < 0.9
mpo —mbPY (MeV/c?) +12 —29; 424 +12
myo (MeV/c?) (D) - 125 — 145 -
Kaon Id (DY) Applied
| Cut | D" K)in° | D'> Kl | D'—KJ) |
Fisher discriminant < 0.7 < 1.0
| cosOBrrom | < 0.9 —
mpo —mbPY (MeV/c?) +30 | 420 +12
| Mg — m?g?G (MeV/c?) <6 <12
| cos O | (D) < 0.7 <09 —
| m, — mEPY | (MeV/c?) — < 20 —
Pion Id (w) — Applied —
| mg —mLPC | (MeV/c?) — — <12
Kaon Id (¢) — — Applied
‘Cut ‘ DY — gtn— ‘ DY — KYK- ‘ ‘
Fisher discriminant < 0.7
| cosOBrrom | < 0.9
mpo —mbPY (MeV/c?) +12
| cos 0y (DY) | < 0.9
Kaon Id (DY) Applied —
Pion Id (DY) — Applied
Veto ( MeV/c?) > 25 —
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This can be seen by comparing the position of the arrow or cross with the position
of the maxima within the plot.

Figure 5.5 shows % as a function of the cut variable for the D° — K7™

S+B
mode. Where a single Zuz is applied a one-dimensional histogram is shown. A
two-dimensional histogram is shown where the variable has lower and upper cuts
applied, typically specifying a central region to select events from like a mass peak.
The colour of each bin in the two-dimensional histograms indicates the significance
a cut at that point would achieve ranging from a low significance (blue) to a large
significance (red).
The selection criteria resulting from this optimisation procedure are summarised
in Table 5.1.

5.3 Multiple candidate arbitration

The number of candidates per event in signal Monte Carlo after applying all selection
cuts is shown on a logarithmic scale in Fig. 5.6. Typically less than 10% of events
have more than one candidate.

If an event has a single candidate it is selected, however, in the case that an
event has multiple candidates a decision must be made. Two algorithms have been

investigated to arbitrate this decision:

AE

b

mg mes

Figure 5.4: Box A is the signal region while box B encompasses the entire mgg, AFE plane.
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Figure 5.5: ﬁas a function of the cut variable for the event selection cuts used to select

B~ — DYK*~ events with DY — K~nT. In each case, all other cuts have been applied. The
chosen cut value is indicated by an arrow(cross) for a 1(2) dimensional optimisation. Plots of
significance are shown for the variables (a) cos05arom, (b) cosOg (K*), (¢c) D° mass, (d) K* mass,
(e) the Fisher discriminant and (f) AFE.

e choosing the candidate with the smallest | AE |;

e choosing the candidate with the smallest x2, defined as:

= (m(D%) —m(D°)ppc)* | (m(K*7) —m(K*")ppc)’
a?(m(D?)) o (m(K*7)) + T2(K*7)

(5.3)

Note that the natural width of the K*~ is included in the y? definition because
it is much larger than the uncertainty on the fitted mass value.

To evaluate the effectiveness of the algorithms the signal Monte Carlo has been
used to find how often, in the case of multiple reconstructed candidates passing all
of the cuts, the correct B~ is chosen. The results are presented in table 5.2.

Given that the y? algorithm is the better performing in almost all cases, it has
been used as the selection criterion when a choice between several candidates is

required. It also has the benefit of avoiding any potential bias in the AE distribution.
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(a) (b) (c)
() (e) (f)
() (h)

Figure 5.6: The number of B~ candidates per event after all selection cuts have been applied for:
(a) D — K=nt, (b) D° - K=7t7% (¢) D - K=ntn—nt, (d) D° — K27°, (e) D° — K2,
(f) D° —» KO, (g) D - KTK~ and (h) D’ — 77—, A logarithmic scale has been used.

Table 5.2: Fraction of true B~ candidates selected in signal Monte Carlo, when there are two or
more candidates passing the selection cuts. Results are shown after all analysis cuts have been
applied.

| Mode | >0 candidates | >1 candidate | [AE]| | x> |
DY — K—r* 2534 164 71 £6% | 78 £ 6%
DY — K—rtqY 1068 191 66 £ 5% | 79 £ 5%
D’ — K ntrnt 1059 181 65 £ 5% | 74+ 5%
DY — g~ 2139 135 8 £ 8% | 73+ 8%
DY — KTK~ 2067 148 2+ 7% | T3+ 7%
D° — Kox° 384 35 76 £ 13% | 80 + 13%
D — K% 1137 108 67 £ 9% | 77T+ 9%
D° — K% 262 44 63 £ 11% | 63 £ 11%
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5.4 Preliminary yields

The efficiency for selecting signal events, as determined from simulated events, is
presented in Table 5.4. The expected yield of events in the data sample is also
presented. The following method was used to extract these yields. All analysis
cuts except mgs were applied including a +3¢ slice in AE. The mgg distribution
was then fitted with a Gaussian (Signal), an Argus® function (uds, ce, B°B°) or a
Gaussian + Argus (BTB7). Note that at this stage no efficiency corrections are
applied to the Monte Carlo but are considered later for the R measurement (see
section 7.2). The efficiency measured in the K27 mode was found to be lower than
the efficiency of the K% mode. This was found to be because the D? mass resolution
is worse in the K27° mode for two reasons. The first is that the kinematics of the
omega decay allows for a mass constraint to be applied to its reconstruction. The
second contributing factor is that any errors in the measurement of the 7% mass
from the calorimeter have a smaller impact on the measured D° mass in the KJw
mode because the m° makes up a smaller component. This means that it is easier to
mis-reconstruct the D° candidate in the K270 decay channel.

Table 5.3 presents the number of background events expected in 185.8fb~* (based
on Monte Carlo) split into the sources of the background. Any signal events in the
BB~ sample are excluded based on truth information created by the simulation.
The peaking background is background which behaves like signal in AE and mgs.
The number of excluded signal events is consistent with the results in Table 5.4
which shows the expected yield on this size data sample.

The cut by cut effect on efficiency of the signal, BB background and continuum
background samples is detailed in tables 5.5 to 5.7 for the non-CP, CP-odd and
CP-even modes respectively. The efficiencies shown in Table 5.4 are calculated with
a fit to mgg, however, the efficiencies found in tables 5.5 to 5.7 are based on a simple

cut and count method which results in small differences.

5.5 Cross-feed

Cross-feed occurs when a track from the second B in the event is misreconstructed

as coming from the signal B, or when a track from the signal B is misreconstructed

!The Argus function is described in more detail in Section 5.6
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Table 5.3: The number of background events obtained from various simulated event samples. The
number of events expected is scaled to 185.8fb~" and is found after applying all analysis cuts with
the exception of mgg, which is fitted.

B B
Mode (D° —) uds cc B°B° fArgus) (B;eiking
Kt 3.6 £1.2 | 7.6 £1.7 | 0.8£04 | 4.9£1.5 | 16.6+3.1
K-ntn® 49.244.6 | 76.7£5.7 | 16.1£1.9 | 26.9+3.7 | 34.0+6.4
K-ntn—nt 17.1+£2.6 | 76.8£50.9 | 18.3£0.6 | 27.8£2.7 | 8.0£2.6
Thre 14 £08 | 1.9+0.9 | 0.6£04 | 1.5£0.8 | 3.5£1.5
KtK~ 46 £11.9 | 1.9 £0.8 | 0.4£0.2 | 1.8£0.7 | 0.0+0.0
K?rY 0.6 £0.9 | 0.7 £0.5 | 0.1£0.1 | 1.0£0.6 | 0.0+0.0
K% 0.0 £0.0 | 1.2 +£0.7 | 0.1£04 | 0.7£0.5 | 0.0£0.1
Kw 5.4 £1.6 | 11.6+£2.2 | 2.0£0.6 | 3.4£1.0 | 0.4+0.7

Table 5.4: Efficiency determined from signal Monte Carlo. The expected yield from 185.8fb ™! is
also given. For comparison the number of background events is given. The efficiency is found after

applying all analysis cuts with the exception of mgg, which is fitted.

‘ Mode ‘ Efficiency ‘ Expected no. of events ‘ Expected background ‘
DY — K7+ 54+ 0.11 % 79.7 + 1.7 33.5 + 4.1
DY — K—ntr® 2.6 + 0.08 % 132.7 + 4.3 202.8 + 10.5
DY — K-ntn=nt 3.0+ 010 % 88.2 + 2.9 1479 £+ 51.1
D - KTK~- 4.4 £+ 0.09 % 6.7 + 0.2 9.0 £ 2.1
D? — ntg— 4.2 +£0.10 % 2.3 £0.1 8.7+ 12.0
D° — Kox° 0.7+ 0.04 % 7.3 +04 2.4+ 8.9
D° — K% 3.3+ 0.10% 2.8 £0.1 2.0 £0.9
D’ — Kiw 1.1 £ 0.07 % 3.5 +0.2 229 + 3.1

in the wrong part of the decay chain. These events cause problems because they add
a background. This effect could be a particular problem if it was discovered that
non-CP modes were being misreconstructed in the low branching ratio CP modes.
The full analysis chain for each mode was applied to each sample of signal Monte
Carlo to look for cross-feed between modes. The majority of modes showed no events
reconstructed incorrectly in another signal mode. Three modes show a small cross-
feed (less than 0.3 + 0.2 events expected per 185.8 fb™"). The largest cross-feed seen
was in the mode D° — K~ 77~ 7" which shows 0.85 4 0.4 events reconstructed as
DY — K—nxY This is not significant given the expected yield is in the region of 90
events for this mode. Because the effect of the cross-feed is small in comparison to

other sources of systematic uncertainty, its effect is neglected from the final result.
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Table 5.5: Effect of cuts on signal and background. Each column shows the cumulative efficiency
after applying that and all previous cuts.

Cut ‘ Signal ‘ BB Background ‘ uds + c¢ Background
D — K7t
Preselection | 0.219 1.5x107° 0.7x10°6
PID K (K*) | 0.208 1.4x107° 8.9x1076
PID K (D°) | 0.204 1.3x107° 7.7x1076
M. —miP9 | 0.198 1.3x107° 7.4x1076
mpo —mbP% | 0.185 1.2x107° 6.4x1076
cosfy (K*) | 0.088 1.3x107 3.3x1076
08 OB1rom 0.082 1.2x10°6 3.2x10°6
Fisher 0.061 7.8x1077 4.4x1077
AB-mpgg 0.053 1.1x10°7 2.6x1078
DY - K—ntqg0
Preselection | 0.133 1.1x107% 1.2x107%
mass 7 (D°) | 0.119 9.8x107° 1.1x10~*
PID K (K*) | 0.112 9.3x1075 1.0x10~*
PID K (D% | 0.110 7.2x107° 8.1x107°
M. —mEP¢ | 0.107 6.9x107° 7.8x107°
mpo —mhe | 0.099 6.5x107° 7.3x107°
cosfy (K*) | 0.043 8.8x107¢ 3.8x107°
c0s OB r1om 0.042 8.4x1076 3.7x107°
Fisher 0.031 4.7%x1076 4.4%10°6
AFE-mgg 0.023 3.0x1077 1.6x10°7
DY - K—ntr—rnt
Preselection | 0.141 1.0x10~* 8.0x107°
PID K (K*) | 0.136 9.9x107° 7.6x107°
PID K (D°) | 0.126 7.6x107° 5.8x107°
M. —miP9 | 0.123 7.3x107° 5.6x107°
mpo —mbPY | 0.111 6.3x107° 4.8x107°
cosfy (K*) | 0.051 9.4x1076 2.6x107°
oS OB 11om 0.050 8.9x107¢ 2.6x107°
Fisher 0.036 4.8%x1076 2.8x1076
AFE-mgs 0.028 3.1x1077 7.5x1078
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Table 5.6: Effect of cuts on signal and background. Each column shows the cumulative efficiency
after applying that and all previous cuts.

Cut ‘ Signal ‘ BB Background | uds + ¢ Background
DY — K97Y
Preselection 0.038 7.9%1077 1.1x10°6
Mo — m?gDG 0.037 7.4%1077 1.0x10°¢
PID K (K*) 0.035 7.1x1077 9.8x1077
Mice — mEDC 0.034 6.7x1077 9.6x1077
mpo — mbP< 0.032 6.1x107" 8.9x107"
cos Oy (K*) 0.016 1.4x1077 5.1x1077
cos Oy (D?) 0.013 9.6x1078 3.4x1077
cos 0B rom 0.013 9.2x1078 3.2x1077
Fisher 0.010 3.9x1078 5.6x1078
AE-mgg 0.008 7.0x1079 1.5x1078
D’ — K3
Preselection 0.138 8.2x10°7 1.1x10°6
Mo — i 0.137 8.1x1077 1.0x10°°
mg —myP 0.134 8.0x1077 1.0x107°
PID K (K*) 0.126 7.7x1077 9.5x1077
PID Daughters of D° | 0.121 6.9x10°7 8.5%x1077
My, — mEPY 0.117 6.5x10~7 8.2x1077
mpo — mbpP< 0.112 5.7x1077 7.1x1077
cos Oy (K*) 0.046 7.3x1078 2.9%x1077
Fisher 0.038 4.8x1078 51x1078
AE-mgg 0.033 4.6x1079 2.8x107?
D’ — K
Preselection 0.066 1.5x107° 1.5x107°
Mo — My 0.063 1.4x107° 1.4x107°
m,, —mbP 0.058 1.3x1075 1.3x107°
PID K (K*) 0.055 1.2x107° 1.3x107°
PID Daughters of D° | 0.054 1.2x1075 1.2x107°
My — miPY 0.053 1.2x107° 1.2x107°
mpo — mbP 0.049 1.1x107° 1.1x107°
cos O (K*) 0.021 1.7x1078 5.4x1076
cos O (D) 0.020 1.5x1076 5.2x1076
cos 05 rrom 0.020 1.4x10°6 5.1x1076
Fisher 0.013 6.4x1077 5.2x1077
AE-mpgg 0.010 1.5x1077 1.5x1078
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Table 5.7: Effect of cuts on signal and background. Each column shows the cumulative efficiency
after applying that and all previous cuts.

Cut ‘ Signal ‘ BB Background | uds + ¢ Background
DY — KTK~
Preselection | 0.184 3.1x1076 3.4x1076
PID K (K*) | 0.175 2.9%x107¢ 3.2x1076
PID K (D% | 0.168 2.3x1076 2.6x107°
Mpce —miPY | 0.164 2.2x1076 2.6x1076
mpo —mEPY | 0.156 1.8x10°6 2.2x10°6
cosfy (K*) | 0.073 3.4x1077 1.1x1076
cosfy (D°) | 0.070 3.2x1077 1.1x1076
cos OB om 0.069 3.1x1077 4.2x1077
Fisher 0.051 1.7x1077 4.9%1078
AE-mgs 0.044 2.9x1078 6.8x107"
‘ DY — ntn—
Preselection | 0.178 4.7x107° 4.4x107°
PID K (K*) | 0.170 4.5%1076 4.1x10°6
PID K (D% | 0.166 4.4x1076 3.9x1076
M. —miPY | 0.161 4.3x1076 3.8x1076
mpo —mbPY | 0.151 3.3x107° 3.0x1076
Veto (DY) 0.151 3.3x1076 3.0x1076
cosfy (K*) | 0.070 4.9x1077 1.5x1076
cosfy (D% | 0.066 4.3%x1077 1.4%x10°6
cos OB rrom 0.065 2.9%1077 8.3x1077
Fisher 0.048 9.2x1077 1.0x1077
AFE-mgs 0.042 1.6x1078 2.7x107

5.6 Background studies

The background present in the signal region after all cuts have been applied falls

into two categories:

e Continuum background. This arises from continuum processes (e*e™ — ¢q)

and combinatoric background from other B meson decays.

e Peaking background. Peaking backgrounds are those that behave like signal
in the signal region distributions AFE and mgs. Their contribution cannot
be extracted from the fit to mgg in the signal region but must instead be

determined from other sources.
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By looking at the truth information (Tables 5.8 - 5.10) of simulated events it can

be seen that three processes in particular contribute to the peaking background:

e The non-resonant decay B~ — D°K 7", The branching fraction for this decay
is unknown. As these events contain both a correctly reconstructed D° and
B, it will behave like signal in all distributions used in the yield estimation
procedure. It must therefore be accounted for separately, and is studied in
Section 7.4.4;

e B~ decays with a final state similar to that of the signal mode but which do
not contain a D in the decay. This is almost exclusively where the B~ decays
to D*YX. This background occurs when the extra 7 or v associated with the
D*Y has been missed in the reconstruction. The size of this background can be
estimated by looking at the mgg distribution of events away from the signal

region of the D invariant mass distribution;

e Decays to D X where the kaon has been misidentified due to a failure of the
particle identification algorithm. X is most commonly a p~, a; or 7, which
means that these events contain a fake K*~. Where available a high statistics
simulated event sample is used to make an accurate prediction of the number
of events due to each mode in this category. If no pure sample is available the
number of events found in the generic sample is used with a conservative 100%

error assigned.

The fit strategy described in the next chapter must take into account each of
these background components in order to provide an accurate measurement of the

yields in each mode.

Table 5.8: The composition of the peaking background events after all cuts have been applied is
found by looking at truth information in the signal region of the K 7" mode. The total number
of background events found after scaling to 185.8fb~* was 19.5. Below, X indicates other particles,
most commonly a single p~,a], 7~ or in the case of the D*? also K*~.

‘ Mode ‘ # events seen
DK 11.7 £ 0.1
D*' X 1.4 +0.6
D% X 4.5 £ 0.5
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Table 5.9: The composition of the peaking background events found by looking at truth information
in the signal region of the K ~nt7% mode. The total number of background events was 56.4. All
cuts have been applied. Below X indicates other particles, most commonly a single p~,a;,77. Y
is usually a K*~.

‘ Mode ‘ # events seen

DYKr° 20.6 £ 0.1
D' X 9.9 +£0.3
DY 25.1 £ 0.3

Table 5.10: The composition of the peaking background events found by looking at truth infor-
mation in the signal region of the K~ nt7~ 71 mode. The total number of background events
was 26.9. All cuts have been applied. Below X indicates other particles, most commonly a single
p~,a;,m~ and in the case of the D*Y also K*~.

‘ Mode ‘ # events seen
DK 12.1 £ 0.1
D*' X 45+ 04
DX 9.0 £ 0.3

5.7 Summary

The chapter has produced a set of selection criteria from which an estimate of the
expected signal yields has been been. The likely backgrounds and their composition
have also been investigated. In the next chapter a yield estimation strategy will be
developed, this will take into account the effect of these backgrounds, in order to

accurately estimate the signal yields required to measure A4 and R.



Chapter 6
Measuring signal yields

So far, we have worked with samples of simulated events to establish selection criteria
(cuts) optimised to achieve the largest signal significance possible. The next stage
of the analysis is to estimate the number of signal events in the data accurately.

In Section 2.4.1 it was shown that the GLW quantities can be defined in terms

of rates:

r(B~—DYK*~)-I(B+*—DLK*+) +2rpsin d sin vy

Ay = —— e = 5 (6.1)
(B~ =Dy K+~ )+T(B+—D{K*+) 1 £ 2rgcosdcosy +ry
I(B~—DYK*)+I(B*—DLK**) 9

Ry = B DR = 1+ 2rgcosdcosy+rg. (6.2)

The event yields which can be related to these rates are the number of non-
CP (I' (B~ — D"K*7)) signal events and the number of both positive and negative
signal events in the CP-odd (I' (B* — DY K*") and I' (B~ — D°K*")) and CP-
even (I' (BT — DYK**) and I' (B~ — D} K*")) samples.

Even after applying the selection criteria developed in the previous chapter, we do
not have complete separation of signal and background events. In order to accurately
estimate the signal yields we use three distributions: AE, mgs (see Section 4.2.9)
and the invariant mass of the D candidate.

The determination of the signal yields must include probability distribution func-
tions (PDFs) to model signal and background components. The total PDF will be

a weighted sum of the PDFs of each of these components.

68



69 6.1. REGION DEFINITIONS AND DATA SETS

Once a yield estimation strategy is developed, toy Monte Carlo experiments are
used to test the robustness of the results obtained. Finally the strategy is applied
to the events recorded by the BABAR detector and the signal yields are measured.

6.1 Region definitions and data sets

All simulated event samples used to create the fit estimation strategy have been
selected to give an equivalent integrated luminosity of 185.8fb~'. This is the same
luminosity as the on-peak data sample used which means that the Monte Carlo event
samples do not have to be weighted.

The selection criteria developed in Chapter 5 are applied to the on-peak data and
to the Monte Carlo to create two distinct data sets. The yield estimation procedure
requires that these data sets must be split into three phase-space regions based on
mgs, AE and the D° invariant mass. These regions of phase-space require the
definition of signal, upper and lower sideband regions for each of these distributions.
A sideband is simply a region of a distribution’s phase-space that is away from the
signal region. This is illustrated in Fig. 6.1. Sidebands are useful because they allow
us to estimate the size of a background component and extrapolate this effect into
the signal region to form an estimate of the background’s effect on the signal yield.
Lower and upper sideband regions must be defined for the invariant mass of the D°
and AFE. The signal regions will be centred around 5.27 GeV/c? for mgs, 0 GeV for
AFE and 1.87 GeV/c? for the invariant mass of the D candidate.

Table 6.1 shows the definitions of the regions used for the invariant mass distri-
bution of the reconstructed D°. The signal region is decided upon by optimising a
cut on this variable after all other cuts have been applied, as per the standard cut
optimisation procedure detailed in Section 5.2. The sidebands were decided upon
by fitting the mass distribution of the D on the on-peak data set. A Gaussian
PDF was fitted and a total average resolution of 10.58 MeV was found, however the
average resolution of the CP-even and CP-odd modes was closer to 12.5 MeV. This
larger value was used for ¢ because a more conservative definition would only have
the drawback of a slightly smaller event sample. The sideband definition used was
40 < mpo < 80.

Table 6.2 gives the region definitions used in AE. The variation in AE (o) was
found by fitting this distribution with a Gaussian for each mode under study. All
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Lower Sideband iUpper Sideband

Figure 6.1: An illustration of the definition of a signal region and sideband regions.

Table 6.1: Definition of D° invariant mass regions. The signal region is found from the optimisation
procedure 5.2.

Mode Lower sideband | Signal region | Upper sideband
region (MeV/c?) | (MeV/c?) region (MeV/c?)
D> Kt [1.770, 1.815] | [1.853, 1.877] | [L.915, 1.960]
DO — K—7t70 1770, 1.815] | [1.836,1.889] | [1.915, 1.960]
DY — K-mtrat | [1770,1.815 | [1.853,1.877] | [1.915, 1.960]
DO — 1t (1770, 1.815] | [1.853, 1.877] | [1.915, 1.960]
DY — K+~ (1770, 1.815] | [1.853, 1.877] | [1.915, 1.960]
DY — K070 (1770, 1.815] | [1.835,1.895] | [1.915, 1.960]
DY — K% (1770, 1.815] | [1.853,1.877] | [1.915, 1.960]
DO — KOy 1770, 1.815] | [1.845, 1.885] | [1.915, 1.960]

modes were found to have a statistically compatible variation (o) which has been
rounded to 25MeV. The signal region (regions 4, 5 and 6 in Fig 6.2) in AF was
chosen to be £30 in size with the lower sideband (regions 7, 8 and 9 in Fig 6.2)
defined as —80 < AE < —40 and the upper sideband (regions 1, 2 and 3 in Fig 6.2)
defined as 40 < AF < 80.

The signal region (regions 2, 5 and 8 in in mgg Fig 6.2) is taken to be
5.27 < mgg < 5.30 GeV. This distribution does not require the definition of sideband

regions.
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Table 6.2: Definition of AE regions.
| Lower sideband (MeV/c?) | Signal (MeV/c?) | Upper sideband (MeV/c?) |

| —200<AE < -100 | +75 | 100 < AE < 200 |

The three data subsets required to extrapolate the size of the background compo-

nents from the sideband regions into the signal region are formed



72 6.2. YIELD ESTIMATION STRATEGY OVERVIEW

AE
1 2 13
01l 4 5 6
7 8 19
|THB mes

Figure 6.2: Regions of the mgs, AE plane. Regions 1, 2, 3 and 6, 7, 8 are the AFE sidebands while
region 5 is the signal box.

present. The estimate of the number of events found in the signal region is
based upon the analysis of several Monte Carlo samples, one for each decay
which contributes to this background, generated in a similar manner to the

production of signal Monte Carlo samples.

e Step 2: Continuum background. The background from the ete™ — ¢g
continuum events is modelled by using events in the AFE sidebands (regions
1-3 and 7-9 in Fig. 6.2).

e Step 3: Fake D° peaking background. To estimate the number of events
with a final state similar to the signal modes, but no intermediate D° present,
the continuum background PDF found in step 2 is combined with a Gaussian
PDF. The mgg distribution of events in the D invariant mass sidebands is
fitted with this composite PDF. The number of events found in the Gaussian

PDF can then be extrapolated into the signal region.

e Step 4: Yield measurement. The number of signal events is measured
for each decay type by fitting a PDF to the mgg distribution of the events

contained within the signal data subset. The PDF is constructed by combining
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the PDF's that model the continuum and fake D° backgrounds with a second
Gaussian PDF used to estimate the signal yield. The component due to fake

K*~ decays is deducted from the result found to give a final yield.

e Step 5: CP yield measurement. The CP-odd and CP-even samples can
be split into data sets based upon the charge of the reconstructed B meson.

These samples are then fitted in the same manner as the yield measurement.

A background from Non-Resonant decays must be treated separately from
the main fit because this background has an unmeasured branching ratio and
behaves like signal in mgg, AE and the invariant mass of the D°. This back-
ground also introduces an additional strong phase. This work is presented in
Section 7.4.4.

6.3 Applying the yield estimation strategy to

Monte Carlo events

Before applying the fit strategy to data it was validated by studying Monte Carlo
events. An advantage of the simulated sample is that it was generated with a known
(zero) asymmetry. This means that Ay should be zero, while Ry should be equal
to unity.

Another advantage of using Monte Carlo is that the analysis of real data can
remain “blind”. A blind analysis is one which does not make use of the on-peak
data in the signal region until the selection criteria have been chosen and the yield
estimation procedure has been created. This is done to ensure that the result is
less likely to be biased by changing the selection or fit procedure until the expected

results are seen. The use of blind analysis techniques is standard BABAR policy.

6.3.1 Estimating the fake K*~ background

Based upon the background studies performed in Section 5.6 it is expected that this
background will affect the non-CP modes, but that it should not be a significant
background for the CP modes.

These misreconstructed events originate from the PID algorithm mistakenly iden-

tifying a pion as a kaon. The size of this background is estimated by taking each
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mode that was found to contribute to this background in Section 5.6 and applying
the full analysis chain to a sample of Monte Carlo events where each event has been
produced with one of the B mesons decaying to the background mode. Where no
sample was available or where the number of events did not form a significant pro-
portion of the background, the numbers from the background study were used with
a conservative 100% uncertainty assigned. Table 6.3 summarises the results of these
studies.

Although it is undesirable to rely on a Monte Carlo estimation, rather than using
the distributions of the on-peak data sample, it was found to be necessary. Unlike
the Fake D background estimated in Section 6.3.3, we could not make use of the
sidebands of the invariant mass distribution of the particle being misreconstructed.
This was because the large natural width of the K*~ did not allow for sufficiently
wide sidebands to be defined where we could be confident that they would not be

contaminated by signal events.

Table 6.3: The estimated peaking background present due to misreconstructed B~ — D°X events
in 185.8fb~!. Where no pure sample is available or the number of events of a particular mode is
small, a conservative 100% error is assumed.

Background Mode | K 7" | K a'n’ | K n'n n" |
DO 7~ 1.8+0.75| 40£05 | 09+ 1.05
D p~ 1.8+0.75| 5.8 £0.4 1.8 = 0.75
DY ay n/a n/a 2.2+ 22
Other Modes 09+09 | 1.3+1.3 4.0 £ 4.0
Total 45+14 | 1124+ 15| 8947

6.3.2 Accounting for the continuum background

An Argus function, which was first used by the Argus collaboration [24], is used to

model the continuum background. This function is defined as:

Mmes\2 _p1—(MEes)?
A(mgs) = mesy/1— < CES> D, (6.3)
The Argus function has two parameters, the first is the endpoint (¢) which is the
mass at which the function must go to zero. This reflects the fact that above the
mass of the B there is insufficient energy to make heavier particles. The endpoint

is calculated as, \/s/2, where s is the centre-of-mass energy squared. This gives the
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endpoint a value of 5.291 GeV.

The Argus shape parameter, denoted by 7, affects the curvature of the function.
For this parameter it is assumed that all eight decay modes will see a similar con-
tinuum background shape. This is not immediately obvious, and so to investigate
the assumption Table 6.4 shows the value of the Argus shape parameter for all three
mode types and the three data subsets. The values found in the nine possible com-
binations of these mode types and data subsets show that with a few exceptions the
assumption appears valid. To ensure that this assumption is valid on data, Table 6.4

also includes the results of these fits to the on-peak data.

Table 6.4: The value of the Argus shape parameter () for the three defined data subsets and three
types of D° decay. All analysis cuts have been applied with the exception of the D° mass cut in

the non-CP modes.
Region non-CP CP-odd
Dataset Monte Carlo | On-Peak | Monte Carlo On-Peak
Signal -22.9 + 3.1 blind -39.5 £ 11.0 blind
m(DY) sideband | -16.3 + 2.8 |-27.0 £ 3.1 | -18.3 £ 88 |-22.3 + 10.1
AF sideband 289 +32 |-37.0£28| -208+6.7 | -21.1 £ 7.8
Region CP-even
Dataset Monte Carlo On-Peak
Signal -22.9 + 12.6 blind
m(D°) sideband -17.0 £10.2 | -14.6 + 9.6
AFE sideband -189 £ 9.6 | -27.3 £ 10.5

The benefit of making this assumption on the shape of the continuum background
is that the AFE sidebands of all eight modes can be treated as a single sample.
This leads to a much better statistical precision on the modes where the D° is
reconstructed decaying to a CP eigenstate, since measurement is dominated by the
larger event sample of the non-CP modes.

The final value obtained when fitting all eight modes at once in the AFE sideband
is n = —26.9 £ 2.9 for simulated events. A Gaussian is used to account for the effect
of events which contain a B meson, but which is not fully reconstructed, leading to

a value of AF offset from zero. This fit is shown in Fig. 6.3.

6.3.3 Estimating the background due to fake D" decays

The next stage is to estimate the size of the peaking background from fake neutral

D mesons. This estimate is found by applying all analysis cuts and fitting an Argus
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Figure 6.3: An Argus PDF (Dashed line) and a Gaussian PDF are combined to form a complete
PDF (solid line) which is used to fit the mgg distribution in the AE sidebands of Monte Carlo
data. This is done to a data set consisting of all modes in order to fix the Argus shape parameter
(n) for future steps in the fit procedure. The peak seen at the B mass is due to background events
from B mesons which have not been fully reconstructed and so are in the sidebands of AFE.

PDF plus a Gaussian PDF to the mgg distribution in the D° invariant mass side-
bands. The Argus PDF is used to model the continuum background and is fixed as
described in Section 6.3.2. The mean and width of the Gaussian PDF, which models
the fake DY background, are left adjustable.

The number of fake DY background events found must be extrapolated into the
signal region. This is done by scaling the number of events found by the ratio
Psig/ Psige Where Py, is the signal region phase-space and Psige is the upper and
lower sideband phase-space of the D° invariant mass.

The use of this method is based upon the assumption that there is a signal peak
sitting upon a broad continuum of fake D° candidates in the DY invariant mass
distribution. This assumption appears valid as shown in Fig. 6.4.

An example fit is shown in Fig. 6.5 for the K~ 7"7° mode. Each mode must
be fitted separately because the ratio of the phase-space of the signal region to the
sideband region varies.

Only the non-CP modes were found to suffer from this background. The total
number of events found in the D invariant mass sidebands of the non-CP modes

after the required scaling was 13.8 £+ 5.7.



6.3. APPLYING THE YIELD ESTIMATION STRATEGY TO MONTE CARLO

77

EVENTS

1600

1400

1200

1000

Events
(o]
o
o

t
t
t

600

400

200

N

[0}
[
foe]
N
'—\
(o¢]
~

1 I 1
1.92

D Mass (GeV)

Figure 6.4: The D invariant mass distribution on Monte Carlo data for non-CP modes where the
DO decaysto K+ 7=, Kt 7~ 7% and K+ 7~ 7t 7#~. All analysis cuts with the exception of AE
and mgs have been applied. The lowest bin shows a large drop because it extends beyond the point

at which a preselection cut is applied.

6.3.4 Signal yield measurement

Before attempting to measure the yields where the D?’s CP eigenstate state is iden-
tified by its decay to a CP-even or a CP-odd mode, the yield of D%s identified as

being a non-CP eigenstate is found.

Table 6.5: The parameters used in the fit to simulated non-CP events. A value of “Free” indicates
that this parameter is allowed to float in the fit performed at this stage.

‘ PDF ‘ Parameter ‘ Value ‘

n -26.9

Argus endpoint | 5.291 GeV/c?
Nevents Free

Mean 5.2789 GeV/c?
Peaking Gauss Width Free
N, events 13.8
Mean Free
Signal Gauss Width Free
N, events Free
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Figure 6.5: Fit to the mgg distribution in the D° mass sidebands for the K~ 7*7% mode. Each
mode is fitted separately because of the differing phase space weighting required. The black marks
are the Monte Carlo data points, the solid blue line is the combined PDF and the dashed line is
the Argus PDF only.

The fit to the mgg distribution in the signal region is performed by combining an
Argus PDF and two Gaussian PDFs. The first Gaussian PDF is fixed based on the
earlier fit to account for any background due to fake D%. The second Gaussian PDF
is used to estimate the signal yield. Where the number of fake D° background events
was found to be consistent with zero, the PDF used to account for this background
is omitted. The parameters of each of these PDF's are summarised in Table 6.5. The
mean of the peaking background is set to the mass of the B meson to improve the
reliability of the fit.

The fit to the non-CP modes is shown in Fig. 6.6. The results of these fits, taking

into account the background events that contain a fake K*~ are shown in Table 6.6.

It is noted that the yields found with the fit are consistent with those found on

the signal Monte Carlo for the efficiency calculation.
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Figure 6.6: Fit to the mgg distribution on Monte Carlo data with all other analysis cuts applied
for the non-CP modes where the D° decays to KT 7=, Kt 7= 7% and K+ 7~ 7+ 7~. The black
marks are the data points, the solid blue line is the combined PDF and the dashed lines are the
Argus PDF with the peaking background Gaussian on top.

Table 6.6: The signal yield extracted for each type of D° decay on simulated events. The full
analysis chain is applied with a fit in mgg as described in the text.

‘ ‘ non-CP ‘ CP-even ‘ CP-odd ‘

Yield 321.8 £25.0 | 124 £ 4.3 | 16.5+6.9
D° X background | 24.6 + 5.3 N/A N/A
Total 2972 £256 | 124 £ 4.3 | 16.5£6.9

6.3.5 CP yield measurement

Each of the data sets which contain D%s decaying to states which identify the D°
as having been a CP-odd or CP-even eigenstate are split into negative and positive
subsets. The method used to measure the yield in section 6.3.4 is used to measure
the number of signal events in each of the data subsets.

Because these data sets have less events, the signal mean and width must be fixed
to achieve an accurate fit result. The mean is fixed to the mass of the B meson while
the width is set to the width measured on the non-CP modes of 2.6 + 0.2 MeV/c%.
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Table 6.7 summarises the values of the fit parameters used. Figure 6.7 shows
the fits to measure the signal yields from both charge subsets of the CP-even and
CP-odd decay modes.

Table 6.7: The parameters used in the fit to extract the CP mode yields from Monte Carlo. A
value of “Free” indicates that this parameter is allowed to float at this stage.

‘ PDF ‘ Parameter ‘ Value ‘
n -26.9 + 2.9
Argus endpoint | 5.291 GeV/c?
Nevents Free

Mean | 5.2789 GeV/c?
Signal Gauss |  Width | 0.0026 GeV/c?
Nevents Free
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Figure 6.7: Fit to the mpg distribution with all other analysis cuts applied. (a) Shows the yield
extraction for positively charged CP-even events, (b) negatively charged CP-even events, (c) pos-
itively charge CP-odd events and (d) negatively charge CP-odd events. The black marks are the
Monte Carlo data points, the solid blue line is the combined PDF and the dashed line is the Argus
PDF only.

The results found in the CP-even data subsets were Nip . = 10.8 + 3.9 and
Nip_oven = 6.8 £ 3.3. The CP-odd results were Nip 1 =5.3£3.5 and Nop_gq =
11.0 £ 4.4. These results are compatible with the signal Monte Carlo results found

in Section 5.4.
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6.4 Validation of the yield estimation strategy

with toy Monte Carlo experiments

Toy Monte Carlo is the term used for a simulated data set which is not the result of
a simulation with the full analysis chain applied. Instead it is based upon a simple
model using just the results obtained from another experiment or more detailed
simulation. As such, toy Monte Carlo can be used to study the robustness of the
yield estimation strategy by simulating several hundred experiments quickly and

observing the variation in the results found.

6.4.1 Creating the toy Monte Carlo

The toy Monte Carlo used by this study with generated with a PDF created by
combining the Argus PDF and two Gaussian PDF's in section 6.3.5. The parameters
were fixed to those in Table 6.8 which were found when the three PDF's were fitted
in the preceding Monte Carlo results section. With the parameters set, 200 toy
experiments are generated. For each experiment, the fits described in the yield
measurement sections are applied with all parameters set to the same values. This

results in 200 toy measurements of each of the five event yields under study.

6.4.2 Validating the toy Monte Carlo

To test the toy Monte Carlo, a set of experiments was created where the number of
events created per experiment was large and the shape of the distributions were well
defined. The distributions resulting from this simulation were then fitted with the
PDFs used to create the data, but with several parameters no longer constrained to
the well defined input values. The results obtained were consistent with the values
used to create the sample of toy experiments.

With the toy experiment production working, well defined toy Monte Carlo based
on the results of Sections 6.3.4 and 6.3.5 was created. Figure 6.8 shows the distribu-
tions of the non-CP generated experiments and the experiments created to simulate
the low statistics CP-odd modes. The left-hand side of this figure shows the yield
found when applying the fits to each of the toy experiments. In the plots of the
fitted number of events from each toy experiment it can be seen that the central

value of the plots are within 1o of those that were input into the toy Monte Carlo
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Figure 6.8: Toy Monte Carlo validation plots. The plots on the left-hand side are the fitted number
of events found for (a) the non-CP yield, (¢) the positive sample of CP-odd modes and (e) the
negative sample of CP-odd modes. The plots on the right-hand side (b, d and f) are the pull
distributions of these experiments.
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Table 6.8: The PDF's and parameters used to create the toy Monte Carlo. The CP data sets do not
suffer from a peaking background so the values are not applicable (N/A). The number of events
specified are those required in the signal region.

‘ PDF ‘ Parameter ‘ non-CP ‘ CP-even + ‘ CP-even-
Ui -26.9
Argus endpoint 5.291 GeV/c?
Noverta 362 7.4 6.4
Mean 5.2789 GeV/c? N/A N/A
Peaking Gauss |  Width 2.6 MeV/c? N/A N/A
Nouvents 13.8 N/A N/A
Mean 5.2789 GeV/c?
Signal Gauss Width 2.6 MeV/c?
Nevents 297.2 | 10.8 | 6.8
PDF Parameter | CP-odd + | CP-odd-
n -26.9
Argus endpoint 5.291 GeV/c?
Nevents 12.6 | 12.0
Mean 5.2789 GeV/c?
Signal Gauss Width 2.6 MeV/c?
Nevents 5.3 | 11.0
generation.

On the right-hand side of Fig. 6.8 is the pull, defined as p = Nops — Nixp/T0bs,
where Noy, is the observed number of signal events, ooy, is the error on Ny reported
by the fit and Ngy, is the expected number of signal events, which in this scenario
is the number of signal events generated in each toy experiment.

The pull plot is useful because it shows whether the number of events measured
is being systematically overestimated, a positive mean value, or underestimated, a
negative mean value. Ideally the pull will be centred on zero. The pull distributions
in Figure 6.8 are all centred around 0 to within 1.50 . This shows that fit used by
this analysis does not suffer from a large systematic bias in the estimation of the
number of signal events. Within statistical uncertainty the variance of the pull is

found to equal one, as expected of a model that is working correctly.

6.5 Applying the yield estimation strategy to data

The toy studies showed that the fit procedure makes a good estimate of the number

of signal events in a data set. With the fit procedure validated the analysis was
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permitted to unblind, that is, the B Reconstruction Analysis Working Group of
BABAR gave permission for the analysis to look at the on-peak data in the signal
region. This meant that the yield estimation strategy could now be applied to the

on-peak data set.

6.5.1 Estimating the fake K*~ background

The number of background events in this category is found by taking the estimate
based on Monte Carlo from Section 6.3.1 above after efficiency corrections have been
applied. These corrections compensate for the fact that Monte Carlo is not a perfect
simulation of real data. The efficiency corrections are covered in detail in Section 7.2.

After all corrections the background that remains for the non-CP modes is found
to be 23.1 4 6.4 events. The larger relative error in comparison with the uncorrected

value found on Monte Carlo is due to the uncertainty in the efficiency correction.

6.5.2 Accounting for the continuum background

The assumption that the Argus shape parameter can be fixed to a single value for
all modes has already been shown to be valid in Section 6.3.2. Figure 6.9 shows the
fit of the Argus PDF plus Gaussian PDF to the data sample.

The value of the Argus shape parameter found was n = —35.1 4+ 2.80. This
compares to the value of n = —26.9 + 2.85 found on Monte Carlo. This is a 20
difference. This difference between data and Monte Carlo is treated as a systematic

error in Section 7.4.1.

6.5.3 Estimating the background due to fake D" decays

All analysis cuts are applied and an Argus PDF plus a Gaussian PDF is fitted to
the mgg distribution in the D° mass sidebands. The parameters of the Argus PDF
are fixed to the values found in Section 6.5.2 while the parameters of the Gaussian
PDF are left free to float.

An example fit to events in the D° — K~ 7" mode is shown in Fig. 6.10. Each
D° mode must be fitted separately because of the differing relative sizes of the signal
and sideband phase-spaces. As with the Monte Carlo, the non-CP modes were the

only ones found to suffer from this source of background.
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Figure 6.9: Fit to the mgg distribution in the AFE sidebands is applied to all eight modes on
OnPeak data in order to fix the Argus shape parameter (n) for future steps in the fit procedure.
An Argus PDF (Dashed line) and a Gaussian PDF are combined to form a complete PDF (solid
line) which is used to fit the mgg distribution in the AFE sidebands. This is done to a data set
consisting of all modes in order to fix the Argus shape parameter (1) for future steps in the fit
procedure. The peak seen at the B mass is due to background events from B mesons which have
not been fully reconstructed and so are in the sidebands of AFE.

The number of events found in the D invariant mass sidebands, once the different
phase-space of the sidebands relative to signal region has been taken into account
was 4.8 + 3.5.

6.5.4 Signal yield measurement

The fit to find the yield of events where the D° is identified decaying to a non-CP
state is shown in Fig. 6.11. The parameters used in this fit are defined in Table 6.9.
The results of this fit and the fit to the CP-even and CP-odd modes are shown in
Table 6.10.

There is a lower yield in comparison with the Monte Carlo results. This is shown
in the Section 7.2 to be in part due to a number of efficiency corrections that must be
applied to make a direct comparison. Indeed, because this analysis does not attempt
to measure a branching ratio, the corrections shown are insufficient for making an
accurate direct comparison. The recent branching ratio measurement by BABAR [14]
suggests that the branching ratio for B~ — DYK*~ may be 19% lower than that
used in the Monte Carlo of this analysis. If this figure is used to scale the expected

yield, it is found that the yield on data is now compatible with Monte Carlo.
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Figure 6.10: Fit to the mpg distribution in the D° mass sidebands for the K -7 7" mode. The
black marks are the OnPeak data points, the solid blue line is the combined PDF and the dashed
line is the Argus PDF only.

Table 6.9: The parameters used in the fit to extract the signal yield from data. A value of “Free”
indicates that this parameter is allowed to float in the fit performed at this stage.

‘ PDF ‘ Parameter ‘ Value ‘

n -35.1

Argus endpoint | 5.291 GeV/c?
Nevents Free

Mean 5.2789 GeV/c?
Peaking Gauss Width Free
Nevents 4.8
Mean Free
Signal Gauss Width Free
N, events Free

Table 6.10: The signal yield found in data for the three types of D° decay.

‘ ‘ non-CP ‘ CP-odd ‘ CP-even ‘
Yield 2182 +£21.1 106 £6.6 | 125 £4.5
D° X background | 23.4 + 6.1 N/A N/A
Final Yield 195.1 £ 221|106 6.6 | 12.5 +£ 4.5




87 6.5. APPLYING THE YIELD ESTIMATION STRATEGY TO DATA

’_I+I_C‘>III|III|III|III|III|III

N
o
|III|III

521 522 523 524 525 526 527 528 529 53
Mes (GeV)

.=
N[TTT

Figure 6.11: Fit to the mgg distribution with all other analysis cuts applied for the non-CP modes
where the D° decays to Kt 7=, KT 7~ 7% and K+ 7~ 7+ 7~. The black marks are the OnPeak
data points, the solid blue line is the combined PDF and the dashed lines are the Argus PDF with
the peaking background Gaussian on top.

6.5.5 CP yield measurement

The measurement of the four yields, where the D%s CP eigenstate is identified as
odd or even and the charge is positive or negative, is achieved by splitting the data
sample based on the charge of the reconstructed B meson. The same fit as that used
to measure the yield in the data set that is not split on charge is applied. Because
of the lower number of events available the signal Gaussian’s width was fixed to
0.0028 GeV/c? and its mean was fixed to the mass of the B meson. The value used to
fix the width was the measured width of the signal Gaussian in the non-CP modes.
The parameters used are shown in Table 6.11 which summarises the values of the fit
parameters used.

The fits to each of the CP charge subsets is shown in Fig. 6.12. Table 6.13
summarises the yields measured.

The last result was found with a biased fit which was constrained to have a

minimum value of 0. With an unbiased fit the yield measured was -2.2 + 3.6. The
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Table 6.11: The parameters used in the fit to extract the CP mode signal yield from Data. A value
of “Free” indicates that this parameter is allowed to float at this stage.

‘ PDF ‘ Parameter ‘ Value ‘
Ui -35.1
Argus endpoint | 5.291 GeV/c?
Nevents Free

Mean 5.279 GeV/c?
Signal Gauss |  Width | 0.0028 GeV/c?
Nevents Free
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Figure 6.12: Fit to the mpg distribution on data with all other analysis cuts applied. (a) Shows
the yield extraction for positively charged CP-even events, (b) negatively charged CP-even events,
(¢) positively charge CP-odd events and (d) negatively charge CP-odd events. The black marks
are the OnPeak data points, the solid blue line is the combined PDF and the dashed line is the
Argus PDF only.

Table 6.12: The yields measured when the CP-even and CP-odd data is split into positive and
negative samples based upon the charge of the reconstructed B meson.

‘ Data sample ‘ # events seen
CP-even Positive 8.5+ 3.6
CP-even Negative 3.6 £ 2.7
CP-odd Positive 1.3 £2.0
CP-odd Negative 0.0 £ 1.7




89 6.5. APPLYING THE YIELD ESTIMATION STRATEGY TO DATA

unbiased fit is given in Fig 6.12.

6.5.6 Summary

In this chapter a yield estimation strategy was developed with Monte Carlo data.
Toy Monte Carlo experiments were created to test the robustness of the fits used.
With satisfactory results from these tests the analysis was approved to “unblind”
meaning that the yield estimation strategy could be applied to real data in the signal
region. This resulted in several yield measurements which will be used in the next

chapter to calculate A4 and R.

Table 6.13: A summary of the yields measured on data required to calculate R4+ and A,. The CP
modes have been split into positive and negative subsets.

‘ Data sample ‘ # events seen ‘

CP-even positive 8.5 + 3.6
CP-even negative 3.6 £ 2.7
CP-odd positive 1.3+ 2.0
CP-odd negative 0.0 £ 1.7
non-CP 195.1 £+ 22.1




Chapter 7

Results

This chapter presents the calculation of the GLW quantities A,, A_, R,, and R_
using the yields measured in the previous chapter. First it is shown how the yields
measured relate to the decay rates which form A4 and R4. A number of studies
are performed to calculate a set of further efficiency corrections which are required
to enable the calculation of R.. The GLW quantities are calculated and sources of

potential systematic error are considered.

7.1 Measuring the GLW quantities A, and R4

It was shown in Chapter 2 that v could be calculated by measuring the decay rates

of several B~ — DYK*~ modes:

I'(B~ — DVK*) —T(B+ — DLK**)

AL = = ;
7 (B~ — DLK*)+ (Bt — DLK*)

(7.1)

o, _ DB~ = DYE*) 4 (B — DUK™) 72
*  T(B- — D'K*)+TI(Bt — D'K*+) '

However, this analysis has measured several yields: Nyon—cpy Nop_cvens Vop-_evens
+ — .
Nép_oqq and Nip_qq- In order to measure A4 and Ry it must be shown how these

yields relate to the decay rates.

90
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A partial decay rate I'; is related to a branching ratio by

L
B(B—i) = (7.3)
Ftot
and a branching ratio can in turn be found by
N
B—i) = ——. A
BB—i) = —5 (7.4)

In this equation N is the number of signal events observed and Np is the total
number of B mesons produced at the interaction region of the detector. The € term
is an efficiency correction. This is required because the BABAR detector is unable to
detect and reconstruct every signal event. Because the total decay rate, 'y, and
Np are constants for all modes under study, they can be neglected in the ratio of

branching ratios. Therefore we can write,

M= BB—i)ox 2. (7.5)

€

The branching ratios measured in this analysis can therefore be written as

B(B~ — D°K*") x B(D® — i) o E
€

(7.6)
The term for the branching ratio of the DY occurs because the D is reconstructed
in order to determine its CP eigenstate. Any CP violation, however, arises from the
B~ — DYK*~ decay.
The efficiency correction € requires a further correction (C') due to the simulation
of the detectors response being imperfect. For convenience, the efficiency corrections
and the factor accounting for the D branching ratio are combined into a quantity,

w, where the value of w for the i*® mode is given by,

Because the event yields measured have been combined based upon the CP eigen-

state of the D° the value of w is found by simply adding the value of w for each



92 7.2. FURTHER EFFICIENCY CORRECTIONS

contributing mode, i.e.,
Wnon—CP = WKr T WKnrd + WKrrr- (78)

It is now possible to rewrite A+ and R4 in terms of the measured yields,

NZ NS

CP—even _ CP—even
A — WCP—even WCP —even (7 9)
+ N+ N : .
CP —even CP —even
WCP —even WCP —even

The subscript indicates the CP eigenstate of the D° meson and the superscript
indicates the charge of the reconstructed B meson. The wcp_even factors cancel

giving,

N5 — N,
A_|_ _ (ineven CP—even ) (710)
NCPfeven + N(—Z"—Pfeven

For R the efficiencies do not cancel. This means that, for example, R is given
by

— +
R _ NCP—even + NCP—even Wnon—CP 711
+ = Ni . ) ( . )
non—CP WCP—even

To calculate R therefore, we must find the value of C' for each mode. These

further efficiency corrections are studied in the next section.

7.2 Further efficiency corrections

In the previous section it was shown that several further efficiency corrections must
be applied to the reconstruction efficiency in order to account for differences in
selection efficiency between real data and Monte Carlo.

Most of the corrections related to the selection criteria cancel. An example of
this is the efficiency correction applied to the Particle Identification (PID) used to
select the kaon from the K*~ decay. The correction that would need to be applied
is the same for all modes because all modes select this kaon in the same way. By

making use of these cancellations, the analysis avoids the systematic error associated
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with each cancelling correction.

The selection effects which do not cancel in the measurement of R, are the cuts
applied to the D helicity angle of the CP-even modes and the my— o+ veto used
in the DY — 777~ mode. No systematic correction has been calculated for these
cuts because any error is expected to be small in comparison to the statistical and
other systematic errors. The related analysis measuring the K*~ — K97~ decays
provides evidence that these effects should be small [15].

Due to the large statistical error that affects the measurement of R _, the effect
of these further corrections will have a minimal effect on the accuracy of the mea-
surement. For this reason the corrections required due to the use of PID and the
reconstruction of the ¢ and w are neglected. Similarly, rather than apply a specific
K? reconstruction efficiency correction, a more approximate measure based on the
charged tracks of the daughters of the K? is used.

The studies performed that follow find further efficiency corrections for the track-
ing, particle identification and 7° identification algorithms. Each efficiency correction

in this section is recorded in Table 7.1 for each mode under study.

7.2.1 Tracking reconstruction efficiency corrections

Standard BABAR procedures [25] are used to find the correction that must be applied
to the reconstruction of charged tracks. These corrections are based on a sample of
ete™ — 7777 events where one 7 is reconstructed decaying to a muon or an electron
(e.g. 77 — e 1.v;). This cleanly identifies the 7 pair and dictates the charge of
the second 7. The second 7 in the event is then reconstructed decaying to one of
two final states, p°h*v, or 77 Th*v,, where h is either a pion or a kaon. The event
must only contain three or five charged tracks and have a combined charge of -1, 0
or +1.

Because the 7 must decay to an odd number of charged tracks to conserve charge,
it is easy to determine the reconstruction efficiency by measuring our ability to re-
construct the hadron (h). The high ee™ — 7777 cross-section and large branching
ratios involved allow the correction to be determined with a high statistical precision.

The tracking efficiency correction found by this method is applied on a per track
basis. Where a “loose” track has been used the simulated event efficiency must be
multiplied by 0.9975, i.e. a 0.25% correction. Where a “tight” track has been used,

the multiplication factor is 0.9950, a 0.5% correction. If several tracks are used in
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the reconstruction, the correction is found by multiplying the individual percentage
corrections. The associated systematic error is 1.2% per track if there are less than
five tracks in the event. If there are five or more tracks the systematic error is
1.4% per track. This larger error is due to the greater effect of the multiplicity on
selecting the correct track. The efficiency correction associated with the first three
uses of track selection criteria cancel because each mode uses these criteria at least
three times. This cancellation is on the same basis as explained above because the
efficiency correction will cancel when the GLW decay rate ratios are calculated. For
the purposes of systematic error calculation, the increased systematic is still assigned

where five or more uses of the charged track selection criteria have been used.

7.2.2 Particle identification efficiency corrections

The particle identification (PID) correction must be applied wherever the standard
BABAR PID algorithms have been used. This analysis makes use of these algorithms
for selecting the kaons from the K*~ and D° decays as well as the pions from the
DY in the D° — 77~ mode.

The PID efficiency requires the full analysis chain to be performed on signal
simulated events with the correction code turned on. The difference in the efficiency
with and without the corrections applied gives the relevant correction needed.

The correction code is not applied to all simulated event samples because the
time required to process each event is increased by a factor of three which would
have required an additional four months of data processing. Table 7.1 shows the
corrected efficiency with just kaon corrections applied, just pion corrections applied,
and finally with both kaon and pion corrections applied. It can be seen that the
correction needed for the pions from the D° — 77~ mode is 1.00. This correction
value is not unusual, however the systematic error must still be taken into account
because there is an uncertainty on this measurement.

In common with standard BABAR practice a systematic of 2% per use of PID is
assigned to these corrections. No cancellation of efficiency corrections can be made
because it is difficult to disentangle the effect of a single incidence of applying these

criteria from the effect of all applications.
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Table 7.1: The raw efficiency, €.y, is found before any corrections are applied. The corrections
for kaon and pion particle identification are presented both when applied separately and together.
Corrections for the use of 7’s and charged tracks are also found. The final row presents the fully
corrected efficiency where all these factors have been accounted for. As discussed in the text, no
PID correction is applied to the CP-odd modes due to the very large statistical errors.

K7t K- nn° K- ntn ot
Eraw 5.4+ 0.1% 2.6 +£0.1% 3.0+ 0.1 %
€corrected (KX PID only) 0.9555£0.0400 | 0.9592+0.0400 0.9463£0.0400
€corrected (T PID only) N/A N/A N/A
(A)€corrected (I and m PID ) 0.9555£0.0400 | 0.9592+0.0400 0.9463£0.0400
(B) 7 (D) correction N/A 0.968340.0300 N/A
(C) Tracking correction cancels cancels 0.9950+0.0280%
Total Correction (Ax Bx C) | 0.9555 + 0.0400 | 0.9288 + 0.0675 | 0.9368 + 0.0623
Efficiency after corrections 5.14 £+ 0.32% 2.43 £+ 0.25% 2.85 +£ 0.29 %
K00 K% K%
Eraw 0.72 £+ 0.04% 3.33 £ 0.10 % 1.06 £ 0.07 %
(A) 7% (DY) correction 0.9683+0.0300 N/A N/A
(B) Tracking correction cancels 0.9975 £ 0.012 | 0.9950 £0.0280%
Total Correction (Ax Bx C) | 0.9683 + 0.0300 | 0.9975 + 0.0012 | 0.9950 £+ 0.0280
Efficiency after corrections 0.70 £ 0.06% 3.33 £ 0.11 % 1.05 £ 0.10%
KTK~ mtn~
€rom 14 +01% 12+01%
€comected (K PID only) 0.9302=0.0600 N/A
€corrected (T PID only) N/A 1.00 £+ 0.04
(A)comecred (K and 7 PID ) | 0.0302£0.0600 | 1.00 £ 0.04
(B) 7% (DY) correction N/A N/A
(C) Tracking correction cancels cancels
Total Correction (Ax Bx C) | 0.9302 £+ 0.0600 1.00 £ 0.04
Efficiency after corrections 4.13 + 0.36% 4.20 + 0.26%

7.2.3

reconstruction efficiency corrections

The correction required for neutral pions is also a standard correction in BABAR
analyses [26]. It is based on ete™ — 777~ events where the first 7 is identified as
decaying to ev, .. As with the tracking correction study this cleanly selects the 7
pair and identifies the charge of the second 7. The second 7 is then reconstructed

+

decaying to h*v where in this case h is a 7% or a p*.

The efficiency correction is found by measuring a ratio of ratios. The first ratio
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18

NData (7_ - P)

= R._,,. 7.12
NMC(T — p) P ( )

The number of successfully reconstructed events is N and the subscript indicates
the result is from real data (Data) or from simulated events (MC). The second ratio
is very similar,
% — R._. (7.13)
Because p — 7 almost 100% of the time, the 7¥ — p* reconstruction efficiency
will be proportional to both the 7* and the 7° reconstruction efficiencies. The
¥ — 7% reconstruction efficiency is only proportional to the 7% reconstruction
efficiency. This means that the ratio R._.,/R,_.. will give a good approximation to
the relative m° reconstruction efficiency.
The value of this correction for each mode is given in Table 7.1. The correction is
0.9683 per neutral pion. This has an associated 3% systematic error. The correction
for the 7% from the K*~ is neglected because this 7° is present in all modes under

study and so any variation in efficiency will cancel.

7.2.4 Finding the effective efficiency to calculate R

With the further efficiency corrections determined, the value of w for the non-CP,
CP-even and CP-odd modes can be calculated. The efficiency corrections are sum-
marised in Table 7.1, and are combined with the branching ratios [12] and efficiencies
of Table 5.4 to find w for each mode. These values of w are shown in Tables 7.2, 7.3
and 7.4 for Wyon_cp, WepP—_odd aNd Wep_even respectively.

The ratio

wnonfCP/wCPfeven = 331+ 42,

while the value of

wnonfcp/wcpfodd = 28.9+5.9.
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7.3. CALCULATION OF THE GLW QUANTITIES

Table 7.2: Calculating the relative efficiency of the non-CP modes.

K7t Km0 Krntpnt
Corrected efficiency x107% (A) | 5.137 4 0.321 | 2.430 + 0.254 | 2.855 + 0.293
B(D® —X) x1072 (B) 3.8 = 0.09 13.0 £ 0.8 7.46 £ 0.31
w; x 1072 (AxB) 1.95 £ 0.17 3.16 £ 0.53 2.13+ 0.30
7.24 £ 0.63

‘ Wnon—CP X10_3 ‘

Table 7.3: Calculating the relative efficiency of the CP-odd modes.

-3
| Wep—oaa X10

KoY K¢ Kw
Corrected efficiency x107% (A) | 0.70 + 0.06 | 3.33 £ 0.11 | 1.05 £ 0.10
B(D° —X) x102 (B) 1.3+ 0.11 | 0.21 & 0.06 | 0.85 + 0.20
w; X 1073 (AxB) 0.09 £ 0.02 | 0.071 £ 0.02 | 0.09 &+ 0.03
| 0.25 + 0.04

Table 7.4: Calculating the relative efficiency of the CP-even modes.

KTK~ Tt
Corrected efficiency x1072 (A) | 4.13 & 0.36 | 4.20 £ 0.26
B(D® —X) x1073 (B) 3.89 & 0.01 | 1.38 + 0.05
w; x 1073 (AxB) 0.16 £ 0.07 | 0.06 £ 0.01
| Wep—even X1073 | 2.19 £ 0.02 |

7.3 Calculation of the GLW quantities

By taking the yields measured in Sections 6.5.4 and 6.5.5 and the values of w mea-

sured in the previous section we can use Equations 7.10 and 7.11 to calculate the

GLW quantities A+ and R.

A, = —0.40 £0.40 (stat),
A_ = —1.00+£3.67 (stat),
Ry = 2.06%0.80 (stat),
R_ = 0.19+0.50 (stat).

7.4 Systematic Errors

In this section consideration is given to potential sources of systematic error. Sys-

tematic errors which affect both A4 and R4 are the yield estimation procedure and
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the uncertainty due to non-resonant B~ — DYK7~ decays. A, also suffers from
a systematic error due to the potential of the detector to have different detection
efficiencies for negative and positive particles. A source of error which only affects
R is the calculation of w. It is found that the dominant errors on this analysis are
statistical and the uncertainty due to non-resonant decays. All others are small in

comparison.

7.4.1 Yield estimation systematic error

The yield estimation strategy has errors associated with the uncertainty on the
measurement of the fixed parameters of the yield estimation fit (Chapter 6) to mgs.
This error affects the extraction of the yields and therefore the measurement of
both A4 and R4. These errors are statistical in nature, but are included here for
completeness.

To calculate the systematic error of a particular yield measurement, the fit is
repeated with one of the fixed parameters varied by +1o. The difference in the
resulting yield is recorded before resetting the fit to its original state and varying
the next fixed parameter. This process is repeated until all fixed parameters have
been varied. The parameters that are studied are the Argus shape (7), the mean of
the background Gaussian and the mean and width of the signal Gaussian.

The differences found for each parameter are added in quadrature to give an
overall estimate of the uncertainty on each measured yield. Included within this error
is the uncertainty relating to the estimation of the size of the fake K*~ background.

When each parameter was varied for the CP-even and CP-odd modes, it was
found that the resulting yield varied by no more than 0.2 events. This variation was
small in comparison to the statistical uncertainty of each measurement which ranged
from 1.7 to 3.6 events. This source of error has therefore been neglected for these
modes.

The error on the measurement of the non-CP yield was found to be 10.5 events.
This results in a systematic error on the calculation of R, of 0.11 and a systematic
on R_ of 0.01.
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7.4.2 The systematic error on the calculation of w

The systematic error on the calculation of w arises from the uncertainty in the
branching ratio measurements used and the corrected efficiencies. This error was
calculated in Tables 7.2, 7.3 and 7.4 for wyon_cp, Wep—_odd and Wep_even respectively.
The error on wyen—cp/Wep—odd leads to a systematic error of 0.04 on R_ while the

eITor ON Wyon—CPp/WCP—even gives an error of 0.26 on R .

7.4.3 Charge bias

There is a potential for the detector to have a different detection efficiency for a
positive particle than for an otherwise identical negative particle. This effect is
expected to be small but to estimate it we can use the non-CP modes which should
show no charge asymmetry.

The non-CP modes are studied with the same cuts as used in the analysis. The
charge of the events found in the region 5.2 < mgg < 5.3 is recorded. The number
of positive events found was 820 while the number of negative events found was 766.
This gives an asymmetry of 3.4% which when multiplied by the central value of A
gives a systematic error due to this uncertainty of 0.01. For A_ the systematic error
is 0.03.

7.4.4 Non-resonant B~ — DK~ 7" background

It was shown in Section 2.5 that this analysis suffers from a non-resonant background
due to B~ — DK7Y decays. This background has a branching ratio that is not
measured and is expected to introduce an additional strong phase that could interfere
with the extraction of the weak phase 7.

To understand the effects of this background on the measurement of the GLW
quantities A, and R4 a study was performed by S.Ricciardi [27]. An overview of
this study is given here because it leads to one of the dominant systematic errors
in this analysis. The study modelled the effect of the non-resonant background by
making use of the expected difference between the resonant and non-resonant decays
when looking at the helicity distribution (Section 5.1) of the K*~ and the line-shape
of the invariant K*~ mass distribution.

The helicity distribution of signal events should follow a cos? # distribution while

the non-resonant background should show a broad distribution. This angular depen-
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dence is because the K*~ is a spin one [12] particle which is reconstructed decaying
into two spin 0 particles. The K*~ mass distribution of the signal is modelled by a
Breit-Wigner [12] while the non-resonant background should show a broad spectrum.
The Breit-Wigner is defined as

T
BW(mg-n) = — MK

Mpc—m0 — Mies + i« (7.14)
and is a function of the invariant mass of the K~ 7" system (denoted by m o).
The natural width of the K*~ (I') is 50.8 MeV [12] and the mass of the K*~ (mg-)
is 0.892 MeV [12].

From the Feynman diagrams for the B~ — D°K*~ and B~ — K~ 7°K*~ decays
a general amplitude parameterisation (ay) can be formed. This incorporates the
dependence on the K*~ helicity and invariant mass line-shape of the resonant (ages)

and non-resonant (ang) modes:

ages = AV3cosf[1+rpe’® ] BW (my— ), (7.15)
anp = Bp.e'™ 1+TB€i(5_7)%ei(A“_A“) , (7.16)
UTotal = QRes + GNR- (7.17)

This parameterisation is dependent on cos  which is the angular dependence of
the helicity distribution. The model also depends on the strong and weak phases,
0 and v, and rp the ratio of the amplitude of b — u and b — ¢ transitions. An

additional four parameters are also required, the first two new parameters are

_ |A(B™ = DK 7|
Pe = TA(B- = DK+

(7.18)

e — |A(B~ — Zi_oKfﬂo)’ (7.19)
© T A = DE) ‘

which are the ratios of the amplitude of the three-body background to the signal
amplitude for b — ¢ and b — u processes respectively. The second two parameters
are A. and A, which are the phase differences between the three-body background

and the signal. A and B are normalisation constants.
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When modelling the non-resonant amplitude (ayr) an ansatz is made to simplify

the model where

w i L+ 5
Pugitduto — ) — —T 5 (7.20)
Pe el 4 %
Section 2.4 showed how R. can be derived from the rates of decays of the type

B~ — DYK*~. In a similar manner a modified R can be formed using the combined

resonant and non-resonant amplitude ary from Equation 7.17.

grow _ D(B” — Di[Res + NR]) + [(B* — Dj[Res + NR]) (7.21)
or I'(B~ — D°[Res + NR]) + I'(B+ — DY[Res + NR)) ‘

where the rates are of the form

1

(B~ — D}[Res + NR]) = / dcos@/de—ﬂo\aToml]Q. (7.22)

0.4
The integral over the cos @ dependence is made over the range —0.4 < cosf < 1
because the events with a helicity less than -0.4 are rejected by the final selection

criteria in this analysis. An integral over mg—,o, the mass of the K~ 7°

system,
is also performed. The systematic error is found by varying the values of all free

parameters within their allowed ranges such that the error is given by

(Max {Am 57 )\} [RTotal - RRes] — Min {Aca 67 )\} [RTotal - RRes])/Q- (723)

The fixed parameters are: 7 set to one radian, rp set to 0.2 and p. set to 0.44.

The value of p. is based upon the conservative value used by the sister analysis [15]
of 0.22. The value we use is doubled to take into account the expectation that this
analysis will see a larger proportion of non-resonant events as there are roughly twice
as many Feynman diagrams contributing. This is a naive approximation, but it is
expected to overestimate, and hence is conservative.

The same procedure of constructing measurables based upon non-resonant modi-
fied amplitudes is repeated to find the systematic error on Ay. The systematic error
resulting from this model was found to be 0.19 for A, and A_ 0.30 for Ry and R_.
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7.4.5 Summary of systematic errors

The systematic errors, including the total error, on the measurement of A, and R
are summarised in Tables 7.5 and 7.6. The dominant systematic error in all cases
is that due to the non-resonant background studied in Section 7.4.4. However the

largest single source of error on the measurements presented is the statistical error.

Table 7.5: Summary of the systematic errors on A4 and A_.

| Source | A error | A_ error |
Fit 0 0
Charge Bias 0.01 0.03
Non-Res 0.19 0.19
Total 0.19 0.19

Table 7.6: Summary of the systematic errors on R4 and R_.
‘ Source ‘ R error ‘ R_ error ‘

Fit 0.11 0.01
WRel 0.26 0.04
Non-Res 0.30 0.30
Total 0.41 0.30

7.5 Summary of results

This analysis has measured the four GLW quantities:

A = —0.40+0.40 (stat) = 0.19 (syst),
A = —1.00+3.67 (stat) = 0.19 (syst),
R, = 2.06+0.80 (stat) £ 0.41 (syst),
R_ = 0.1940.50 (stat) £ 0.30 (syst).

It can be seen that the statistical error dominates the precision of these measurements
and that the uncertainty due to the non-resonant background dominates all other

systematics errors which are comparably insignificant. In the next chapter, the
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results are discussed. They are put into the context of other measurements of the

GLW quantities and the future of the analysis is considered.



Chapter 8
Summary and Conclusions

The previous chapter took the yields measured of each type of D° CP eigenstate
and used these to calculate four GLW quantities: A,, A, R, and R_. In this
chapter a comparison of the results with similar analyses is made. The future of

GLW measurements is discussed before a final summary of the analysis is presented.

8.1 A comparison with other measurements

The GLW method has been used by several other analyses which have differed from
this analysis by using either decays containing a D*°, or by reconstructing the K*~
decaying to K2 7. In fact, this analysis is the first to use the K*~ — K~ 7" decay
mode with the GLW method.

The GLW quantities measured by analyses which use B~ — D°K*~ modes
where the K*~ — KUr~ are presented in Table 8.1. This thesis has presented
results which are compatible with those of the other analyses. It can be seen that
this analysis suffers from comparatively large errors. The larger systematic error is
due to the domination of the uncertainty related to the non-resonant background.
The larger statistical error arises because, although this analysis benefits from larger
branching ratios, the requirement to reconstruct the 7° from the K*~ leads to a
lower reconstruction efficiency. Another reason is the lower than expected yields
measured in the CP-odd modes.

The measurements made by this analysis have been important because within
a large collaboration a variety of modes must be studied. The results presented

will contribute to the effort to constrain the size of the angle v as well as help in

104



105 8.2. THE FUTURE FOR THIS ANALYSIS AND THE GLW METHOD

resolving the ambiguity that arises from the symmetry of the § and ~ terms in the
GLW method.

Table 8.1: The world averages of A4 and R4. The figures for BABAR 2005 and Belle 2003 are taken
from [15] and [16] respectively.
| Result | Ay | A

This thesis -0.40 4+ 0.40+ 0.19 | -1.00 + 3.67 £+ 0.19
BABAR 2005 | -0.08 4+ 0.19+ 0.08 | -0.26 + 0.40 £+ 0.12
Belle 2003 -0.02 + 0.33 £ 0.07 | 0.19 + 0.50 £ 0.04
Average -0.06 £ 0.18 -0.08 £+ 0.32

| Result | R4 | R- |
This thesis 2.06 = 0.80 & 0.41 | 0.19 £+ 0.50 = 0.30
BABAR 2005 | 1.96 £ 0.40 £+ 0.11 | 0.65 £ 0.26 £ 0.08

Belle 2003 Unmeasured Unmeasured
Average 1.96 £ 0.41 0.65 £+ 0.27

8.2 The future for this analysis and the GLW
method

Measurement of the angle v is an important part of testing the Standard Model,
and therefore further study is desirable. Research in this area is due to continue
with publications by the BABAR collaboration using the larger data sets that will
be available in the future. With a current data set in the region of 0.5ab™* and
the BABAR detector approved to collect another 0.5ab™' by the end of 2008, the
measurement of v with the GLW method looks to be dominated by analyses which
will combine the decay modes of B~ — D®OK )~ This analysis has shown that
it can contribute information to aid the constraint of the angle v and so should be
included in these future studies.

The key to making full use of the modes studied here in these efforts will be to
reduce the non-resonant systematic error. This could be done by making a mea-
surement of the non-resonant decay in order to increase our understanding. As
well as aiding this GLW analysis, the non-resonant modes could themselves make
a measurement of the angle v [28]. It may also be possible to reduce the size of
this systematic error by revisiting the event selection criteria. The selection criteria

used in this analysis were optimised before the studies in Section 7.4.4 found that
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the non-resonant background led to large systematic errors. The asymmetric cut
applied to the helicity angle distribution of the K*~ (defined in Section 5.1) pre-
vented a number of terms cancelling in the model produced by S. Ricciardi [27].
By changing the single cut to two symmetric cuts, or by removing the cut on this
distribution altogether, it may be possible to trade a loss in the signal significance
with a greater gain in the reduction of the systematic error from this source.

In the medium to long term the best chance for large increases in the precision
of measurements of y rests with a new generation of experiments such as LHCb and
a Super B-factory. LHCb has the potential to measure v with the GLW method to
a precision of 5° [29] while the best estimates for a Super B-factory give a statistical
uncertainty of 2° [30]. The estimate of the precision of the Super B-factory comes
with a caveat that at such an early stage in the process of developing an experiment,
estimates are uncertain. These precision estimates can be compared with today’s

combined direct measurement precision of 17° [18].

8.3 Final overview

This thesis has presented a study of the decay B~ — DYK*~ and its charge conju-
gate, Bt — DYK**. The goal was to provide information on the matter anti-matter
asymmetry known as CP violation by measuring the difference in decay rates of B*
and B~ mesons. By using the Gronau-London-Wyler (GLW) method, the measure-
ment of these decay rates for various decays of the D? meson were attempted. A set
of selection criteria were develop to separate these signal modes from background
and a yield estimation strategy was developed. Using these yields, this analysis suc-
cessfully measured the GLW quantities AL and R.. Using a dataset of 204 million

BB pairs, the value of these quantities were calculated to be:

A, = —0.40+0.40 (stat) = 0.19 (syst);
A = —1.00+3.67 (stat) = 0.19 (syst);
R+ = 2.0640.80 (stat) + 0.41 (syst);

R- = 0.1940.50 (stat) £ 0.30 (syst).
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These measurements can be added to those of other GLW analyses in order to add

information to the constraint of the angle v of the unitarity triangle.
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